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Outline

« Concept of associative memory approach
for the hardware based tracking

 FTK system overview

» Details of technical challenges
— ATCA based data formatter
— Associative Memory implementation in FTK
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LHC ATLAS experiment
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Silicon detector at inner tracker

HV hole, B . ATLAS Diamond Pixel Module
Ny = HV guard ring LY p— g .
oy Silicon Pixel
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Physics application
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— Reconstruct and characterize charged particle trajectory
— Vertex reconstruction, telling activities from interesting collisions
— Input for particle identification (electron / muon / tau / b-jet)

Useful not only offline analysis but also triggering especially
to maintain efficient physicF? analysis with higher luminosity In
un2 & 3
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Fast track finding is challenging

» Tracking consists of two parts :
— Track finding (or pattern recognition) with coarse resolution
— Track fitting for found patterns with full hit resolution

[ ]
[ ]
[ LY . LY ]
[ ]

« Track finding in limited latency of the trigger is the major challenge

— The number of hit combinations that have to be tested increases like L", where L
Is the instantaneous luminosity and n is the number of silicon layers

L [ T [ 1T [ | I I I I O I

L A T T 1 L A T KT T
1 candidate 2 X 2 = 4 candidates

Associative memory approach allows
fast track finding applicable to the triggers
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ssociative memory for track finding
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VLSI STRUCTURES FOR TRACK FINDING
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= - We discuss the archutecture of a device based oa the concept of assaciarice memory designed 1 solve the irack finding problem.
I)pdd»;hwphymnmnullmwdlh'mmlunqwmlnpknlymxmp
- ~machine” is implemented as 3 large array of cusiom VLSI chips. All the chips are equal and each of them siores 3 number of
7 : ~patterns™. All the patserns in all the chips are compared in parallel 1o the data coming from the detector while the detector is being
= read out.

I o s et 1 | T

Original idea proposed in 1980’s

1. Introduction

‘The quality of results from present and future high

energy physics experiments depends 10 some extent on

the -mplumulm of fast and efficient track fnd-n‘
algorithms. The detection of hmy ﬂm

2 The detector

In this discussion we will assume that our detector
consists of a number of layers, each layer being seg-
mented into a number of bins. When charged particles
uoudnedmacwnhthmhnwhy« No particu-
lar

for example. depends on of sec-
u\dlrynnmnmudbylhedmyo(hulind
particles, which in turmn requires the reconstruction of
1he majonity of the tracks in every evenl.

Particularly appealing is the possidility of having
detailed tracking information available at ingger Jevel
even for high multiplicity events. This information could
be wsed 10 select events based on impact parameter or
secondary vertices. If we could do this in a sufficiemly
short ime we would significantly enrch the sample of
events containing heavy flavors.

Typical events feature wp 10 several tens of iracks
each of them traversing a few position sensitive detector
layers. Each layer detects many hits and we must coe-
rectly correlate hits belonging 10 the same track on
different layers before we can compute the parameters
of the track. This task is typically time consuming: it is
usually solved using “constraint equations” which apply
10 hits from the same track and going through a large
number of dilferent hit combinations using a “1nal and
error™ approach.

We propose here 10 use modern VLS techaology 10
build a device capable of solving u-e patiern recogaition
problem in a time span of a few even for

is made on the shape of trajectories:
they could be straight or curved. Also the detector
layers need not be parallel nor flat. This abstraction is
meant 10 represent a whole class of real detectors (drift
chambers, silicon macrosirip detectors eic.). In the real
world the coordinate of each hit will actually be the
result of some computation performed on “raw™ data:
it could be the center of gravity of a cluster or a charge
division interpolation or a drift-time 10 space conver-
sion depending on the paricular class of detector we
are considering, We assume that all these operations are
performed upsiream and 1hat the resulting coordinates
are “binned” in some way before being transmitied to
our device.

3. The pattern bank

For cach event we know which bins have been hit
and from this information we want 10 reconstruct the
trajectories of all the particles. We call this process
track finding.

The problem of track finding can be solved, at least

the most complicated events.

0168-9002,/89/303.50 © Elsevier Science Publishers B.V.

(North-Holland Physics Publishing Division)

2 “brute force™ approach. We consider
all the possible tracks that go through our detector.

We discuss the architecture of a device based on the concept of |associative memory flesigned to solve the track finding problem,
typical of high energy physics experiments, in a_time span of a feéw microseconds even for very high multiplicity events_ This
“machine” is implemented as a large array of custom VLSI chips. All the chips are equal and each of them stores a number of

“patterns”. All the patterns in all the chips are compared in parallel to the data coming from the detector while the detector is being
read out.
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Concept of associative memory

« Comparison between predefined hit
pattern for tracks and detected hit pattem

Predefined hit patterns
(pattern bank)
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Concept of associative memory

« Comparison between predefined hit

pattern for tracks and detected hit pattern

Predefined hit patterns
(pattern bank)
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Track Pattern “Bank”
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Track Pattern “Bank”
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Track Pattern “Bank”
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Track Pattern “Bank”
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5 @ Layer4

4 @ Layer3

4 @ Layer?2

3 @ Layer1
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Associative Memory

Layer 1 Layer 2 Layer 3 Layer 4
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Fig. 3. Associative memory architecture,

sng indinQ

Note: demonstration with four layers (in real FTK system, we have 8 layers)
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Associative Memory

Track Pattern 1

Track Pattern 2

Track Pattern 3

Track Pattern 4

Fig. 3. Associative memory architecture,

sng indinQ
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Associative Memory
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Fig. 3. Associative memory architecture,
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Associative Memory
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Fig. 3. Associative memory architecture,
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Associative Memory
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Fig. 3. Associative memory architecture,
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Associative Memory
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Associative Memory
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Associative Memory
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Associative Memory
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Associative Memory

Trac 9 1
28

Track Pattern 2

Track Pattern 3

N

Track P

%

As soon as all the detected hits are loaded, the pattern recognition will
be completed (i.e. processing time is linear in the number of hits)
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segmentation for parallel processing

(n-¢ tower)

Silicon detectors

4L

* \ \: T
] ; \\}
Data Re-formatting
Track finding Track finding
(AM chip) (AM chip)
[ 1 [ 1
Track fitting Track fitting
~~ ~~

Track finding
(AM chip)
]

Track fitting

~~

* To reduce number of hits, roads, tracks per boarad
* To reduce number of needed patterns per board
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QATLAS

P EXPERIMENT

System overview of FTK
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ATLAS FTK

The first associative memory based hardware tracking system at LHC
— Provide full track list for HLT software trigger algorithms O(100us)

— All silicon pixel and micro-strip sensors involved
« 100 million channels, 12 logical layers (4 Pixel + 4 x 2 Strip layers)

— Track finding and fitting will be done in 64 n-¢ trigger towers
ATLAS Trigger DAQ system

Tracker muon calo.

6\\‘ = x L1 hardware trigger
FTK

v ¥ ¥ HLT algorithms

A

Data network (buffer)
Data logger
CERN permanent storage

running over inputs from detectors
as well as track list from FTK
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Fast TracKer system diagram

Copy hit data to FTK

(Dual S-link optical link interface)

Pixels ATCA
& SCT g ] FTK
Data zad 1
RODs Formatter |” " 1
Core Crate
AM board AM board
Track finding Track finding
VME coee
AUX card AUX card
18t Track Fit 18t Track Fit
Second Stage Fit (4 brds)
FTK HLT Interface Crate
ATCA
Y ATCA (FLIC)
Raw Data FTK ROBS|=HLT
ROBs

Receive data and prepare for
For FTK Tracking in 4 ATCA

Parallel processing tracking
Engines (64 trigger towers)
in 8 VME crates

» Track finding with AM
+ Track fitting

Send tracking results to HLT

FProcessing
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Clustering + Data Formatting

Format input data for all 64 trigger towers

1. Input clustering mezzanine (IM)
2. Data Formatter (DF)

AM board
Track finding

AUX card AUX card
18t Track Fit 18t Track Fit

FTK HLT Interface Crate
(FLIC)

‘Raw Data FTK ROBs |=HLT
ROBs EProcessing
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Track finding + Track fitting

SRR 2 e

T — T R

- <~ -~ .
i o

"

~ 44 3 5

o o =
SSB prototype S —
& (16 layer board) {

mom — 0 TN - C; qi : Pre-stored constants

S [0 ] Track finding in AM

* Fit in two stages
— Optimal solution for FTK
— 18t stage uses 8 layers:
« 3 pixel+5 strip layers
- — 2"d stage uses entire 12 layers:
o — « 4 pixel+8 strip layers
' « Linear approximation
— Di :Zcz'j " Tj + Qg
e} :]ith parameter of interest
(track parameters, fit goodness)

s i, 0 | . * X;: hit position in j" layer

— 1fit / ns / FPGA (in 1st stage)

— Used in track extrapolation
in second stage fit
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Interface to HLT

« (Collect found tracks
e 2 boards cover all 64 eta — phi towers

« Global functions may be implemented
— E.g. count tracks above threshold

|

\
\

__‘_:»\\\\
AM board |
Track finding
AUX card
18t Track Fit
1 |

AM board
Track finding

— AUX card
1st Track Fit

16. FLIC card Si/}'

FProcessing
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Efficiency w.r.t. Offline

FTK performance

Provide tracks with “quasi-offline quality” in O(100u)

FTK efficiency wrt offline ~ 93% Curvature parameter
(drlven by the number of AM pattems) (drlven by linear fit approximation)
e 43 = X1O 1 L L L L B
= 'T' 1 3 16 =
0.955— m#'—_*:i #: —+— _E = - + ATLAS Simulation, no IBL + .
0.9F* —: = 14 4 _ 4
- 1 — - -4-_t+ -+ Offline . *a
il a1 o C e ]
0.851 18 12 . . FTK ok g
0.8 4 % 4o v ot =
0 755_ E - o * . ]
E ] 8 g e =
0.7 = - Ay - A .
0.65( = °F e - E
- - 4F- A Te - -
0.6 -+~ Muon = - a e .
— . . - A -A- -
0.551 -e-pion ATLAS Simulation, no IBL 3 2 A E
0 5|: | 111 | 111 | [ | [ | 111 | 111 | 111 | [ | [ | :| I~ | | | | | | | | | | | | | | | | | | | | | | _X103
~ 0 10 20 30 40 50 60 70 80 90 %6 0.4 0.2 0 0.2 0.4 0.6
p_[GeV] a/p_ [1/MeV]

Note : Also there is room to improve the efficiency and resolution with optimization
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Example of applications to HLT

« Typical application — b / tau identification

— FTK Performance for displacement of tracks
INn b-jets is similar to offline

— Efficiency will be recovered by early access
to tracking information given by FTK

a > L L L B B BN
2 1—ATLAS Barrel n|<1 1) 3 2 17 feseggppesgegs—8— 3 -
5 - Simulation s=14TeV 3 @ _ - i
- — Offline Light-Flavor <u>=60 O =
®  107E — offline b-det - £ 0.8 ]
Q = 3 TG ATLAS
N = —e— Re-fitted FTK Light-Flavor 3 -
= [ —— Re-fitted FTK b-Jet . B Simulation ]
s 102 E 0.6 s =14 TeV, <y>= 60, ggH—1,7,
- ] - L1=TAU12 .
10° = 0.4 -
= P . &
i ] i FTK+HLT §
| ® FTK = 0.2 Calo-based HLT -
— Offllne ] i -
11 1 1 I 11 1 1 I 11 1 1 I IIIIIIIIIIII I 11 1 l_E m_‘_‘_l‘l Ll 1 I 1 1 1 I 1 Ll I Ll 1 I 1 1 1 I 1 Ll I Ll 1 I 1 1 1 I L Ll
-1. - 05 0 0-5 1 1.5 2 0 20 40 60 80 100 120 140 160 180 200
do [mm] Offline t P, [GeV]
https://cds.cern.ch/record/1667495/
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/FTKPublicResults 3 2 /53




SATLAS

B EXPERIMENT

Details of technical challenges

 ATCA-based data formatting & clustering
« Associative Memory implementation in FTK
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M’M\u

XPERIME

ATCA-based
Data Formatting
Clustering system

Pixels L.
& SCT : FTK
ROD ata 1
5 ormatter
o y
Raw Data FTK ROBs|=HLT
ROBs EProcessing

*ATCA-based ATLAS FTK input interface system” http://arxiv.org/abs/1411.0661
34 /53




Needs for clustering and data formatting

« FTKis Implemented as parallel processing units

— 64 eta-phi overlapping trigger towers
» Finite size of beam luminous region / curvature of charged track

Data volume is high from entire pixel and micro-strip sensors
— More than 100k hits / event at highest target luminosity, running at L1 rate (100k)

4 segmentation inm .
A \ | /
: “E | /
| /
8 !«’E_ ‘ ‘ i
wl” \
m: "‘-\ 2
| \ / w—plane 3
20— \ | / :EE’E

00} ”l L
| . .

tadus |[mer|

FTK system requires an input interface system to manage :

— “Clustering’ to reduce data volume at the beginning,
minimizing loss of efficiency and improving resolution

— “Data Formatting’ to distribute clusters to appropriate FTK n-¢ towers
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Data Formatting requirement
drives system design concept

Requirement of Data Formatting prior to tracking

— Remapping input data into 64 FTK tower structure
« ~400 fiber input from ROD~1,100 output fibers to downstream tracking boards

— Overlapping at boundary region of towers
— Handle large data volume

E’_“S .700
3k g ol oo
~400 fibers ~1100 fibers 01z b

Tracking 611 __5"-4 ..... EH_A_H-L_"L"_L_" e S __I__i_"i"__ —500
» Processo T == R N N R .. e
Tracking Ll R ] 1~ e R T |- ----i----| [ 400
Processaq, 008 J= oo o i p ; / :

300

I

|
Remap
Overlap

with high 605 I . | ' | ; i ' I S
pandwidth Tracking - i v 200
‘ | : : : R R e e S
\ Frocesso 003 |g=_ b . T - e N oS
1 l » Tracking 02 E : A U A A SO S IO S S 100
| Processo, 401 e
= ey N ﬂi“"_"
¢ 00 . 0 : Illllllllllll'i_l_l_l_'iHH | n

Four-shelf system with flexible connectivity in each crate and inter-crate links




Full mesh ATCA Hivanced TCA®

Advanced Telecommunication Computing
Architecture (AdvancedTCA / ATCA) backplane
supports full mesh network topology with high speed

Zone2
Connector

for full mesh

Network topology among the
14 boards in ATCA backplane

Up to 40 Gb/s point-to-point serial links
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System level design

* Four shelf-system with internal connections
— Full-mesh communication with use of backplane
— Inter-crate connections with optic fibers

» Eight boards per shelf, and 32 boards in total

To Downstream| Eachlinecanrun . g
T up to 20Gb/s

From
ROD

FTK tracking
boards

input
fibers

output
fibers

ROD data
(raw hits)

FTK eta-phi
Tower data
(clusters)

Available network topology
Green balls stand for 32 boards
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Board level design concept

* One board consists of three main components:
1. Input clustering mezzanine cards (FTK_IM)

2. Main data formatter board (Main board)
3. Rear Transition Module (RTM) for optical fiber 1/Os

A

INLY 104
10j08UU0)D

Inter-crate optic fibers
UpPI

ALV

aue|dyoeg
0] JO108UU0)

Main data formatter board RTM
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Design around Virtex7 FPGA

m -
Swa
FMC LVDS —L> CZ)
Mezzanine |—r~—lp—‘ > s
E
FPGA ¢ N
- ’.;rn!q
| 2C V'rtex-7 r s
FMC — DoR3
Mezzanine :> XC7VX690T-2
Clocks
| z
) PO (ToFrom other \J
FMC DFs in the crate/g
Mezzanine — — B
I | | |
( |REcustoRs " pMc
FMC "’“L" Vo 72 2ere g
Mezzanine =2 | . EEPROM 2
) 1
1SOL 'ATEO BUS 4By ﬁg%a -
£& Fermilab CONMVERTER — s

ZONE3
Interface to RTM

To downstream FTK
tracking boards

To / From other DF crate >

ZONE2
Interface to ATCA
full-mesh backplane
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Data Formatter board
measured speed performance

« Design compatible with the high speed data traffic
— Material choice —_—
— Trace length matching

« Speed performance are verified
In prototype board testing :

— Bit error rate < 5x10-10
— RX margin analysis
— With Xilinx Chipscope IBERT

Threshold @ RX

00
Horizontal Offset (UI)

Sampling point @ RX

80 GTH at 10 Gb/s available (52 GTH at 6.4Gb/s required by FTK)
* 40 lanes for RTM (38 for FTK)
« 28 lanes for Fabric (14 for FTK)
« 12 lanes for Mezzanines (8 for FTK)

NOTE : Data Formatter board is a general purpose board design and its specifiaction well exceeds that of FTK DF requirement. 4 1
(another application is for CMS L1 tracking trigger R&D : Pulsar-1l project at Fermilab http://www-ppd.fnal.qov/ATCA/ ) /53




2D pixel clustering challenge

Keep manageable processing time even with the highest

target luminosity by avoiding too many hit loop

Map 2D pixel hit information in 2D structure of cells in FPGAs

so that hit selection can be done two-dimensionally

1.

2.

L

Define clustering window (21x8)

with respect to the reference hit
The first arriving or the leftmost not-clustered

hit will be the reference hit

Entire pixel modules does not need to mapped

(moving window technique)

Load all hits in the window size
into logic cells mapped in FPGA

Select all hits neighboring to the
reference hit (as seed)

Repeat hit selection w.r.t. selected hits
until there is no more neighboring hits

Read selected hits as a cluster

Start to build the next clusters with
remaining hits

10

10 :

>
B First hit as seed for the clustering
[ Hits selected in the second clock cycle
[] Hits selected in the third clock cycle
[ ] Hits selected in the forth clock cycle
[] Hits selected in the fifth clock cycle
[ ] Hits belonging to a different cluster

« Full implementation fits in available resources

More details in IEEE TNS paper
http://ieeexplore.ieee.org/xpl/articleDetails.isp?tp=&arnumber=6949160 42/53




AM implementation in FTK
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Reminder : Challenges
in AM approach at LHC

1 5 Low resolution in AM track finding

= ot [ I Y A
9 = |
2 : ¥ ' Lower S/N
HCI_) [ I.k )

AM efficiency

High resolution in AM track finding

3t FTK system efficiency — e
0.2 [ I | '7' ]
0.4 c—— 1 |arger bank size
 J o | . 3(105 [ I I I ] .
Oy 200 400 600 o kﬁqu 1000 [ I I I ] ngher S/N
# available patterns RO AT (o regn] — N

« High pattern density is needed for FTK

« For high efficiency and higher resolution for better fake rejection power

« Solutions in FTK for good efficiency & fake rejection power :
— Pursue higher pattern density, developing full custom chips (AMchip06)
— Implement “Variable resolution AM” for optimal use of memory resource
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Content Addressable Memory

« Functionality of the CAMs
— Store the data

— Compare the input data with stored data ASSOCIatlve memory
- I I
FF _ié— coro [wors ol rw; [ wore [ vord
& luhﬂ}
CANicel]| - D Y |
= . F e |
CAM cans | re] | L
bit l;aavtig HH mr Lt { h’@_

Fig. 3. Associative memory architecture.

« Associative memory is designed with CAM

— Comparison layer level comparison is implemented with CAM
» Bit level comparison (CAM bit)
« Word level comparison (CAM cell) — 1 word consists of 18 bits

— Track recognition is done by CAM cell x # layers (8) + majority logic
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Full custom CAM cell for FTK

:
o o ommomm

_pre
F-- I B S .- | B B N B B B __ _ BN I & B & & B B B B B _ _ |
| SL1
|
1
1 .
12 — Match Line
| T C T
1
I ---------------------------------
6 “NAND” CAM Dbits 12 “NOR” CAM bits
(2.2um x 1.5um each) (2.2um x 1.5um each)
9 transistors each 9 transistors each

« For hit channel comparison in each layer
— 18 CAM bits = 6 NAND CAM bits + 12 NOR CAM bits
— The match line will be driven to high when all bits are matching
— Size of the full custom CAM cell = 1.5 x 50 um?
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64-track-pattern block

« CAM Cell x 8 (for 8 layers)
— 8 CAM Cell + Majority Logic

>

ALINOrVYIN

suJaned 19

(r9 x wng'L~) WNEO L
<€

8 layers + majority block

1.5um [
50um
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Scale of chip design

64 patterns block

2Kk pattern block
(64 x 32 = 2K)

28K patternsychip
(2k / block x 64 blocks)

H_TOPAM/core0DMankzk_60

camankZk_S54

00bankZk_at

00dankek_42

U_TOPAM/core00/banklk_36

U_TOPAM/cored0oankZk_30

H_TOPAM/core00bankzk_ge

H_TOPAM/core00hankZk_18

4_TOPAM/core00bankek 12

H_TOPAM/core00/bank2k_B

U_TOPAM/carei0bank2k_0

U_TOPAM/core00/bank2k_B1

U_TOPAM/core00Mankzk_55

U_TOPAM/core00/bank2k_49

U_TOP+M/core00dank2k_43

U_TOPAM/core00A. akZk_37

B TAB AL aARA Manbal BE

U_TOPAM/coref0/bankZk_13

U_TOPAM/core00bankak_13

U_TOPAM/core00bank2k 7

U_TOPAM/core00bankZk_1

pa_dupiva

U_ToPAM/are00Mank2k_S6

U_TOFaAM/orellhank2k_SO

U_TOPAM/core00mank2k_a4

U_TOorPaMicore00Mankk_338

AM/core00hanklk_32

J1_TOPAM/0re00Mbank2k_26

b_TOPAaM/ioreG0hankZk 20

U_TOPA&M/cored0Mank2k _14

U_TOPAM/iore00dankZk &

U_TOFAM/corellhank2k_2

U_TOPAM/CoredlMank2k_57

U_TOPAM/core00/bank2k_51

U_TOPAM/coren0/mank2k_45

U_TOPAaM/corel0bank2k_39

U_TOP&AM/core00/ank2k_33

U_TOPAM/core00/Mankzk_27

U_TOPAM/core00/bankZk_21

U_TOPAM/core00bankak_15

U_TOPAM/core00bank2k_3

U_TOPAM/core00hank2k_3

TOPAM/core00bank2k_B2

U_TOPAM/core0/mank2k_S6

U_TOPAM/core00bankzk_52

U_TOPAM/Core00/Mmankzk 46

U_TOPaM/corel/bank2k_40

U_TOPAM/core00/bankZi

U_TOPAM/core00/Mank2k 28

U_TOFaAM/corellbank2k 22

U_TOPAM/Core00/Mmankzk 16

U_TOPAM/CoreGl/bankzk 10

U_TOPAM/core00/MbankZk_4

U_TOPAM/ore00/Mank2k _63

U_TOPAM/ore00bankzk_S9

U_TOPAM/ore00hank2k_S3

U_TOPAMZore00/bankek_47

U_TOPAM/coreO0bankek_41

U_TOPAM/core00hank2k_35

U_TOPAM/ore00/bankek_29
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Associative Memory evolution

Technology| Area |PatterngPattern Density| Detector Layers| Speed
(/cm?) (MHz)

SVT AM 128 6 (12bits/layer) parallel bus CDS SVT (1992)
AMchip03 180nm  100mm?2 5k 5k 6 (15.5bits/layer) 40 parallel bus CDF SVT (2005)
AMchip04 65nm 14mm? 8k 57k 8 (18bits/layer) 100 parallel bus FTK R&D
AMchip06 65nm 160mm? 128k 80k 8 (18bits/layer) 100 SERDES FTK

« Many improvements between CDF SVT (2005) and FTK (2014)
— Smaller CMOS technology, full custom cells for ATLAS FTK application
« Design improvement in past 10 years (compare with AMchip03)

— Pattern density ~ 16 x AMchip03, CAM bit density ~ 25 x AMchip03
« Factor 25 from smaller technology (~8) and design effort for full custom cell (~3)

— Power consumption per bit comparison in CAM cells ~ 1/70 x AMchip03

AMchip06 allows 1 billion patterns with 8k chips in FTK system
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Variable resolution AM

I

trackl, track?, track3

Low resolution case
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Optimal solution :

“Variable resolution AM”
« Save pattern bank size
« Keep roads narrow where

possible

« CAM cell for FTK can use up to 6 ternary Bits in word comparison

— Ternary bit stores ‘0’, ‘1’, or ‘X (don’t care or wildcard)’,
IEEEE Journal of Solid State Cirtuits Vool. 41, NO. 3, March 2006

« New feature of AM in FTK for most effective use of memory resource
Good efficiency with enough rejection for fakes with 1 billion patterns
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Beyond FTK : L1 tracking &
possibility of vertical integrated AM

Operating conditions:

» Tracking information in early trigger e )
stage is “must” in Run4 (HL-LHC)
— Luminosity = 5 x 1034
— Pile-up multiplicity is up to 200 (peak)
« Challenges for Level 1 tracking

— Shorter latency, higher event rate,
and larger data volume than FTK

— Needs for higher AM pattern density
to achieve higher parallelism
« VIPRAM : CAM cells connected vertically

— Higher pattern density
« with same CMOS technology

— Shorter layer match line in AM
» Higher speed and/or low power

Vertical Integrated Pattern Recognition
AM (VIPRAM) projects @ Fermilab

http://inspirehep.net/record/1107828 o1/53




Summary

The associative memory approach allows us to do track
reconstruction with short latency in the trigger

— Concept of massive parallelism

— The first application at LHC is ATLAS FTK for HLT

Many cutting-edge techniques are applied to FTK implementation
— ATCA based data formatting system

— Higher AM chip memory density (1 billion patterns) and
new variable resolution in associative memory

FTK schedule as a phase | upgrade program

— System level commissioning with prototype boards at CERN (currently
oNn-going)

— Board production & test (2015)

— Commissioning with partial coverage with 1k AMchips (2015)
— QOperation with full coverage with 2k AMchips (2016)

— Operation with full system with 8k AMchips (LHC Run3)

Also FTK experience provides foundation for further L1 tracking!
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Stay tuned
and
Thank you a lot for your attention
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CAM bit

» For bit-level comparison consisting of
Flip Flop (storage of data) and comparator

Data Input
(1 bit) Comparator
b\ O
Q
D Q
Configure > D Q O
Flip-Flo 010
P 0 0 f
1T 1 1
1 0 O

IEEEE Journal of Solid State Cirtuits Vol. 41, NO. 3, March 2006
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CAM cell

« example for four-bit word case

Reset
(CAM Dbit 1 e D
| i@
CAM bit 2 e > Q i e mw
CAM Dt 3 e Flip-Flop ayer
CAM bit 4 e
Ceall 0 ( word FF
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Track pattern memory

CAM Cell | || CAM Cell CAM Cell CAM Cell
1 | [T L2 L3 - 14

-

Layert  Layer2

Il Il I
f o MW :}JJ 'R
R sl
I
I

Fig. 3. Associative memory architecture.

« Basic structure :
— CAM Cell x # detector layers + Majority Logic = track pattern
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Required speed for FTK Data Formatter

Requirement is estimated for <u> = 80 with enough margin

FMC connector

ZONE3 for optical modules 6.4Gb/s x 38 fibers

LVDS parallel bus e QSFP+
with 400Mby/s/ LVDS pair_ - /2
el = =5 F T e =————= N |\ SEP
* [ FPGA " § g |[®™
Virtex-7 3 QSFP+
XC7VX690T-2 — "% | QSFP+
Clocks

FFG1927 S
_— - 'E‘ QSFP+

_ o 2
Mezzanine QSFP+
: ". B I QSFP+

‘ Ok REGULATORS o IPMC

3 Switchers, Linoar Seasonn Mezzanine g QSFP+

EEPROM N
| 33v £ QSFP+

. E o3 i MODULE
V7 FPGA (VC7VX690T-2) : 3¢ Fermilab , \

main engine for data formatter ZONE2 for ATCA backplane interconnect
6.25 Gb/s x 14 lanes

NOTE : This is requirement for FTK, and available speed on the 58 /53
board will be summarized in the later slides



PCB design

14 Layers, symmetric stackup
— 6 routing layers

— 2 power planes

— 6 solid ground planes

Board material is carefully chosen
for high speed implementation

_ Nelco N4000-13 EP S| —

Trace length matching |2
in differential signals s 2825 o
— GTH <5 mil FTIM | SRRte

— LVDS < 50 mil
— Clock < 5 mil

GTH for Fabric




Semiconductor
manufacturing
processes

10 ym - 1971

3um~-1975

1.5 um - 1982

1 ym - 1985

800 nm ~ 1989

600 nm — 1994

350 nm - 1995

250 nm - 1997

180 nm — 1999

130 nm - 2002

80 nm - 2004

65 nm ~ 2006

45 nm - 2008

32 nm - 2010

22 nm - 2012

14 nm - 2014

10 nm - est. 2015

7 nm - est. 2017

5 nm - est. 2018

Half-nodes

*http://en.wikipedia.org/wiki/Semiconductor_device_fabrication

Which CMOS technology?

State of the art Amchip version |[Amchip Tech. |Full Mask purchase
180 nm - 1999 AMCHIPO3 180 nm 2004

130 nm - 2002 "

90 nm - 2004 ‘ﬁ'

65 nm — 2006 AMCHIPO6 65 nm 2014

45 nm — 2008 (TSMC has 40nm) \L

22 nm-2012

AMchip03 to AMchip06 jump of 3 tech. nodes in 10 years.
AMchip06 to AMchip2020 expect a jump of 2 tech. nodes in ~6 years - 28nm
28nm technology to be evaluated under all aspects before starting design

(now just back of the envelope estimate)
Big question: what will be the full-mask-set cost in 20207 (main driver in tech choice)
- Need to investigate current prices before choosing (i.e. before startlng desi
Price extrapolatlon to 2020 non-trivial
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With a non-complementary access to two |
bit cells we can encode don't care values.
This is done by central logic and it's pro-
grammable: we can decide how many
ternary bits have reconfiguring access to

bit pairs

J

BLy =0 BLNy=BLN BLy=0

N /)

—

_

match *{ bity

BL; BLN;

BL, BLN,

bitg % match

BL BLN 2bit | match
0 1 01 1
0 1 10 0
1 0 10 1
1 0 01 0
0 1 00 1
1 0 00 1
BLN, = BL
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efficiency

AM chip patterns vs resolution

1 — 1
>
O
C
A
O
Low resolution in AM track finding ® uslf High resolution in AM track finding
AM efficiency i AM efficiency
FTK system efficiency 0.3 FTK system efficiency
0.2— 'ﬂ'.!; :
041- 01" |
F . Y o [ | . , 5(105 0 | | | i 'XIOS
0y 200 ano S00 800 1000 0 200 400 600 800 1000 1200 1400 15600 1800 2000

Bank size (per region) Bank size (per region)

# available patterns

L ow resolution scenario
High resolution scenario
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Property of AM approach

* |nput hits are compared with
all stored patterns simultaneously

— Massive “parallelism™ of pattern recognition

* Processing time is linear in the number of hits

— As soon as all the detected hits are loaded,
the pattern recognition will be completed

— Fast pattern recognition device

 Availability for optimization
— Majority logic (such as 7 out of 8) for hit inefficiency
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Fast TracKer system diagram

Transmitter to FTK
0. Copy hit data to FTK

(Dual S-link optical link interface)

Preparation for FTK tracking

1. Input clustering mezzanine (IM)

2. Data Formatter (DF)

Organize SLINK input into 64 overlapping FTK
eta-phi towers for parallel processing

Pixels ATCA
& SCT o | FTK
RODs =L@ = Ay 1
Formatter| i~y
Core Crate
Track finding Track finding
VME cooe
AUX card AUX card
18t Track Fit 18t Track Fit
Second Stage Fit (4 brds)
FTK HLT Interface Crate
ATCA
YYvyy ATCA (FLIC)
Raw Data FTK ROBS|=HLT
ROBs '

FProcessing

Parallel processing
Tracking Engines (64 trigger towers)

3. AM Board + AM Chip

Track finding with 8 layers on
Associative Memory (AM) chips

4. AUX board

1st stage fitting with 8 layers
Interface to the DF / AM board

5. Second Stage Board (SSB)

Track extrapolation to remaining layers
2nd stage fitting with 12 layers

Global duplication removal

Interface to the HLT
6. FLIC board

transmission of tracks to the HLT ROSs
using the standard ATLAS protocol
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Beyond FTK : L1 tracking

High Luminosity LHC (Run4) : Luminosity = 5 x 1034
Expected pile-up event multiplicity average ~140 (peak ~ 200)
Tracking information in early trigger stage is “must”
in both ATLAS & CMS in order to maintain physics opportunity

1033 cm-2s-1 | Operating conditions:
B — =" e one “good” event (e.g Higgs in 4 muons )
i + ~20 minimum blas events) e
sE— iitans 2|
[ . ’ ‘tracks with pt > 2 GeV

R'econstructed tracks with pt > 25 GeV

Further challenges : shorter latency, higher event rate, larger data volume than FTK
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