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The Large Hadron Collider
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•Completed in 2008, CERN, Geneva
•Physics runs in 2010 - 2012 (Run 1)

•pp collisions at 
 √s = 7 TeV (3.5 + 3.5) for 2010-11
 √s = 8 TeV (4 + 4) for 2012
•also Pb+Pb, p+Pb (not covered here)
•Long Shutdown (LS1) 2013-2014

•Run 2 from 2015
 starting @ √s = 13 TeV
 towards 14 TeV (design) 
•LS2 planned 2018-2019
•Run 3 till 2022

∫Ldt ~ 5 fb-1 2011
        20 fb-1 2012
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ATLAS Online Luminosity

LHC luminosity
•Main results presented 
here from:
‒2011, ~5 fb-1 @ 7TeV
‒2012, ~20 fb-1 @ 8TeV

•Peak lumi in Run 1
0.75×1034 cm-2 s-1 (design: 1×1034)
•Run2/3: 1.5→2×1034
300 fb-1 till 2022
•HL-LHC from 2025:
5×1034, 3000 fb-1 in 10y
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The experiments
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W, Z and γ production @LHC
•Electromagnetic and Weak (EW) probes in 
hadron-hadron collisions
‒Clean signature with lepton/photon/ν(ETmiss)

•Benchmark of SM validation at highest energy
‒Large mass of W/Z assures hard scale involved

•Measurements at extreme kinematics/topologies 
allow tuning of tools for SM predictions
‒ (N)NLO calculations, MC event generators

•Crucial in searches for Beyond-SM physics
‒Signal typically involves W/Z/γ (+many jets/ETmiss)
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Topics covered (new since PIC13!)
•Inclusive W, Z/γ* production
‒cross sections, pT, η distributions, Drell-Yan
‒hadronic decays, Z→4 leptons

•W+jets, Z+jets production
‒# of jets, jet kinematics, W+jets/Z+jets ratio

•Z/W+heavy flavor production
‒Z+b, Z+bb, W+bb, ...

•Prompt γ production, γγ pair
‒ also γ+jets and γ+jets/Z+jets ratio

•PDF related → covered in PDF talk (V. Radescu)
‒ W charge asymmetry, W+charm 6
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Figure 3: Measured and predicted W versus Z boson (left column) and W+ versus W� bo-
son (right column) production cross sections times branching fractions. The ellipses illustrate
the 68% CL coverage for total uncertainties (open) and excluding the luminosity uncertainty
(filled). The top row shows the inclusive cross sections times branching fractions and the bot-
tom row shows the results within the fiducial regions. The uncertainties in the theoretical
predictions correspond to the PDF uncertainty components only and are evaluated for MSTW
2008 NLO [42], NNPDF 2.3 [46], and CT10 [47].
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simulation-based fitting functions [11]. The EW contributions are normalized to the W signal
yield in the fit through the ratios of the theoretical cross sections. Figure 1 shows the Emiss

T
distributions of the inclusive W boson samples and the results of the fit.

To extract the Z boson yield, the events in the dilepton mass window are counted. The yields
contain a contribution of 3% from g⇤-mediated processes, including interference effects, as
estimated with MCFM [32]. Background contamination is estimated from simulation to be about
0.4%. Figure 2 shows the dilepton mass distributions of the inclusive Z samples. The signal
yields, the acceptances, and the efficiencies are summarized in Appendix A.

0 20 40 60 80 100

Ev
en

ts
 / 

2.
0 

G
eV

2

4

6

8

10
310×

data
νe→W

tEWK+t
QCD

 = 8 TeVs,  -1L = 18.2 pb

CMS

 [GeV]TE
0 20 40 60 80 100

χ

-5
0
5

0 20 40 60 80 100

Ev
en

ts
 / 

2.
0 

G
eV

2

4

6

310×

data
νµ→W

tEWK+t
QCD

 = 8 TeVs,  -1L = 18.2 pb

CMS

 [GeV]TE
0 20 40 60 80 100

χ

-5
0
5

Figure 1: The missing transverse energy distributions for W boson candidate events in the
electron (left) and muon (right) final states. The variable c shown in the lower plot is defined
as (Nobs � Nexp)/

p
Nobs, where Nobs is the number of observed events and Nexp is the total of

the fitted signal and background yields.

The systematic uncertainties are summarized in Table 1 for the electron and muon channels.
The methods used to extract the systematic uncertainties for the acceptance, efficiency, and
signal extraction follow closely the W and Z boson cross section measurements performed atp

s = 7 TeV [11]. The leading experimental uncertainty comes from the measurement of the lep-
ton reconstruction and identification efficiency. Other uncertainties come from the integrated
luminosity of the data sample and theoretical uncertainties, which are dominated by the PDF
uncertainties.

The luminosity of the data sample is measured with an uncertainty of 2.6% by counting the
number of clusters per event in the silicon pixel detector. The highly granular detector, consist-
ing of ⇠60 million channels, guarantees an excellent linearity of the pixel detector response ver-
sus pileup. The method is calibrated by means of a procedure pioneered by van der Meer [39],
consisting of beam scans along the vertical and horizontal directions. This van der Meer tech-
nique determines the luminosity at the percent level from a measurement of the beam pa-
rameters [40]. The dominant contribution to the luminosity uncertainty originates from the
assumptions on the functional form of the beam shapes.

The theoretical predictions of cross sections and cross section ratios are computed at NNLO
with the program FEWZ [41] and the MSTW2008 [42] set of PDFs. The uncertainties in these
predictions, at the 68% confidence level (CL), include contributions from the uncertainty of
the strong coupling constant as [43, 44], the choice of heavy-quark masses (charm and bottom
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Figure 2: The dilepton mass distributions for Z boson candidate events in the electron (left)
and muon (right) final states. The variable c shown in the lower plot is defined as (Nobs �
Nexp)/

p
Nobs, where Nobs is the number of observed events and Nexp is the total of the signal

and background yields.

Table 1: Systematic uncertainties in percent for the electron and muon channels; “—” means
that the source either does not apply or is negligible.

W+ W� W W+/W� Z W/Z
Sources e µ e µ e µ e µ e µ e µ
Lepton reconstruction & identification 2.8 1.0 2.5 0.9 2.5 1.0 3.8 1.2 2.8 1.1 3.8 1.5
Momentum scale & resolution 0.4 0.3 0.7 0.3 0.5 0.3 0.3 0.1 — — 0.5 0.3
Emiss

T scale & resolution 0.8 0.5 0.7 0.5 0.8 0.5 0.3 0.1 — — 0.8 0.5
Background subtraction / modeling 0.2 0.2 0.3 0.1 0.3 0.1 0.1 0.2 0.4 0.4 0.5 0.4
Total experimental 3.0 1.2 2.7 1.1 2.7 1.2 3.8 1.2 2.8 1.2 3.9 1.7
Theoretical uncertainty 2.1 2.0 2.6 2.5 2.7 2.2 1.5 1.4 2.6 1.9 2.0 2.5
Luminosity 2.6 2.6 2.6 2.6 2.6 2.6 — — 2.6 2.6 — —
Total 4.5 3.5 4.6 3.8 4.6 3.6 4.1 1.8 4.6 3.4 4.4 3.0

quarks) [45], as well as neglected higher-order corrections beyond NNLO, which are estimated
by allowing the renormalization and factorization scales to vary. The NNLO predictions for
the total cross sections times branching fractions are 7.12 ± 0.20 nb for W+, 5.06 ± 0.13 nb for
W�, and 1.13± 0.04 nb for Z boson production. The Z boson cross section requires an invariant
mass within the range 60 to 120 GeV, and it includes the effects of virtual photons.

The results in the electron and muon decay channels are compatible with a p-value of 0.42.
Assuming universality of lepton couplings to W and Z bosons, the channels are combined by
calculating an average cross section value weighted by their statistical and systematic uncer-
tainties, taking into account the correlated uncertainties. The two leptonic decay channels are
combined by assuming fully correlated uncertainties for the acceptance and luminosity, but
with other uncertainties assumed to be uncorrelated.

In measurements of the ratios of cross sections some systematic uncertainties cancel, most im-
portantly the uncertainty in the luminosity. The uncertainties in the lepton reconstruction and
identification are treated as uncorrelated and the resulting experimental uncertainty in the ratio
measurements can therefore be larger than for individual cross section measurements. A sum-
mary of the measurements is given in Table 2, including the results obtained within the fiducial

Inclusive W/Z at 8 TeV
•Special data set 
with low pile-up
• RW/Z = 
10.63±0.11(stat.)±0.25(syst.)
(FEWZ NNLO: 10.74±0.04)

• RW+/W- = 
1.39±0.01(stat.)±0.02(syst.)
(FEWZ NNLO: 1.41±0.01)
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Forward W in LHCb
•Acceptance in 2<η(μ)<5
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•Sensitive to PDF 
•Nicely extends 
ATLAS/CMS
measurements to larger η
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LHCb-CONF-2014-002→arXiv:1408.4354 (new!)
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Figure 2: Transverse momentum distribution of the (left panel) positive and (right panel)
negative muon candidates in the fiducial pseudorapidity range. The data are compared to fitted
contributions described in the legend. The fit residuals normalised to the data uncertainty are
shown at the bottom of each distribution.

5 Cross-section measurement

The inclusive W boson production cross-section is measured in eight bins of muon ⌘

between 2.0 and 4.5, and with the requirement that the muon has a p

T

above 20GeV/c.
The cross-section in each pseudorapidity bin is defined as

�

W

±!µ

±
⌫

(⌘
i

) =
1

L · N

W

· ⇢±(⌘
i

)

A±(⌘
i

) · "
rec

(⌘
i

) · "
sel

(⌘
i

)
· 1

1� f

±
FSR(⌘i)

,

where L is the integrated luminosity corresponding to the data set used in the analysis
and N

W

is the total number of selected W ! µ⌫ candidates. The signal purity, ⇢±, the
acceptance, A±, the reconstruction and the selection e�ciencies, "

rec

and "

sel

, and the
correction for FSR, f±

FSR, are determined for each ⌘ bin. The cross-section in the range
2.0 < ⌘ < 4.5 is obtained by summing over all bins.

5.1 Acceptance

The acceptance factor, A±, is used to correct for the reduced p

T

range of the fit. The
correction is taken from the W ! µ⌫ ResBos simulation and is defined as the fraction
of generated events fulfilling the kinematic requirements of the measurement that have a
muon transverse momentum smaller than 70GeV/c. The average acceptance is 99.3% and
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Figure 7. The measured di↵erential cross section d�
dm``

for (a) the nominal and (b) the extended-
analysis as a function of invariant mass m`` compared to the NLO and NNLO QCD fits (solid lines).
The inner error bars show the total uncorrelated experimental uncertainty, and the outer error bars
represent the total experimental uncertainty, excluding the luminosity uncertainties. The dashed
lines correspond to the QCD fit after applying the adjustments of the fitted nuisance parameters
for each correlated error source. The lower half of each figure shows the ratio of theory expectations
to data in the upper part, and the �2 pull contribution in the lower part.

factorisation scales equal to m
``

, the pure NLO prediction using the MSTW2008 PDF

yields a very large �2 value, whereas both the NNLO and NLO matched to leading log-

arithm parton shower predictions provide good descriptions of the data. The results are

supported by a QCD analysis of the measurements performed at NLO and NNLO. The

PDFs are fitted to the new measurements together with inclusive ep measurements from

HERA. The NNLO fit performs significantly better than the NLO fit in describing the

data.

– 20 –

Drell-Yan cross sections
•qq→γ*/Z→e+e-, μ+μ-
‒New ATLAS paper @low-mass (incl. low-pT events in 2010)
‒New CMS results @8TeV (double diff. d2σ/dmd|y|)

•NNLO describes data
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12 10 Results and discussion
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Figure 10. Comparison of tuned predictions to the p

Z
T

and �

?
⌘ di↵erential cross sections, for

dressed kinematics and in the full rapidity range. Comparison of the Pythia8 generator with the
4C and AZ tunes to the muon-channel pZ

T

data and electron-channel �?
⌘ data (top). Comparison

of the Powheg+Pythia8 set-up with the 4C and AZNLO tunes to the same data (bottom). The
vertical dashed lines show the upper limit of the tuning range.

threshold for the QCD 2 ! 2 scattering processes used in MPI is changed from 2.085 GeV

(tune 4C) to 2.18 GeV for Pythia8, following the underlying event data measured in Drell–

Yan events by ATLAS [54]. For the Powheg+Pythia8 configuration, the interleaving of

MPI in the parton shower model in Pythia8 is adapted to also properly take into account

the Powheg emissions. It is tuned in the same way as Pythia8 in standalone mode

and an optimized value of 2.00 for the low-pT regularization of MPI is found. Finally,

comparing tunes based on the native Pythia8 QED final-state corrections with Pythia8

results using Photos for QED final-state radiation, the results are found insensitive to the

di↵erences in the QED FSR implementations.

A consistent description of the p

Z

T and �

?

⌘

data is reached with a single tune. Both ob-

servables are also found to provide similar sensitivity to the parameters of interest. The

inclusive tune provides an accurate description of the di↵erent rapidity bins in the case of

Pythia8, while the agreement versus |y
Z

| is slightly worse in the case of Powheg+Pythia8.

– 26 –

pT and rapidity of Z
•Y=(1/2)ln {(E+pZ)/(E-pZ)}
•At large pT(Z), data softer 
than prediction
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CMS-PAS-SMP-13-013

•Low-pT data (< 26GeV)
used for parton-shower tuning 
of generators

•better than 2% agreement
up to 50 GeV

arXiv:
1406.3660
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Z/W in hadronic decay
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Figure 3: Jet mass distribution of the selected W/Z jets overlaid with the fit result (for

illustration, the jets with mjet > 140 GeV are also shown). The fit range is limited to

50 GeV < mjet < 140 GeV. The background pdf component (dashed line), the signal

pdf component (dotted line) and the total pdf (solid line) are shown. The data minus

the fitted background component is shown in the inset.

MC simulations to model the signal pdf. The largest deviation of the signal yield with

respect to the nominal fit is assigned as systematic uncertainty.

The robustness of the fit has been studied with ensembles of pseudo-datasets

composed of background and signal events obtained from the MC simulation. The
number of background events is set to the value predicted by the simulation. The number

of signal events is varied in the ensembles between zero and the signal yield observed in

data. Fits to each of the pseudo-datasets with the default signal and background model
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Figure 3: The result of the simultaneous extended maximum likelihood fit to the dijet mass distributions in (a) the Signal Region and (b) the Control Region, and
the corresponding background-subtracted distributions (c) and (d), using the Sherpa signal model. The lines represent the signal (dashed), backgrounds (dotted) and
the sum of the two (solid).

uncertainty a↵ects predominantly the fitted yield, since it mod-
ifies the MC-derived signal shape.

The b-tagging e�ciency in the simulation is scaled to repro-
duce the one in data and its uncertainty is evaluated by varying
the data-to-MC scale factor applied to each jet in the simulation
within a range that reflects the systematic uncertainty on the
measured tagging e�ciency for b-jets in ATLAS [29, 39]. The
Z! cc relative normalisation uncertainty is estimated in a sim-
ilar way by varying the corresponding scale factors for charm
jets in the simulation.

The uncertainty on CZ!bb due to a potential mis-modelling
of the trigger e�ciency is assessed using data events collected
with a prescaled trigger that is fully e�cient with respect to
the analysis event selection. The full o✏ine event selection is
applied to these events and the e�ciency for passing the anal-
ysis trigger requirements is compared to the corresponding ef-

ficiency in the multi-jet MC sample, as a function of various
kinematic variables. It is found that the two trigger e�ciencies
are consistent to within 6%. Furthermore, the trigger e�ciency
in the multi-jet MC sample, when considering only those events
where the two b-tagged jets are labelled as true b-jets, is fully
consistent with the trigger e�ciency in the signal MC events.
Based on these studies, a ±6% trigger e�ciency modelling un-
certainty is propagated to the cross-section measurement.

The uncertainty on the extracted signal yield due to poten-
tial di↵erences in the background mdijet shape between the Sig-
nal and Control Regions (“Control Region bias”) is assessed by
repeating the EML fit for a range of SNN values around the
one used in the baseline selection to define the Control Region.
These variations of the Control Region definition lead to small
biases in the mdijet shape relative to the Signal Region, resulting
in non-zero slopes in the first-order polynomial fits to the distri-

5

•Large QCD multijet BG
•Use b-tag 
(dijet pT>200GeV)

or
•Jet substructure
(jet pT>320GeV)

to suppress BG
•Boosted W/Z 
important for 
heavy particles 
(see K. Behr’s talk)

Z→bb 1404.7042

cf. HERA ep                Uranium CAL

W/Z→1 jet 1407.0800

PLB718 (2013) 915



Z → 4 leptons
• Already seen in Higgs discovery 
paper
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Measurement of the 4` Cross Section at the Z Resonance and Determination of the

Branching Fraction of Z ! 4` in pp Collisions at

p
s = 7 and 8 TeV with ATLAS

G. Aad et al.

(ATLAS Collaboration)

Measurements of four-lepton (4`, ` = e, µ) production cross sections at the Z resonance in pp

collisions at the LHC with the ATLAS detector are presented. For dilepton and four-lepton invariant
mass region m`+`� > 5 GeV and 80 < m

4` < 100 GeV, the measured cross sections are 76 ±
18 (stat) ± 4 (syst) ± 1.4 (lumi) fb and 107± 9 (stat) ± 4 (syst) ± 3.0 (lumi) fb at

p
s = 7 and

8 TeV, respectively. By subtracting the non-resonant 4` production contributions and normalizing
with Z ! µ

+

µ

� events, the branching fraction for the Z boson decay to 4` is determined to be
(3.20± 0.25 (stat)± 0.13 (syst))⇥ 10�6, consistent with the Standard Model prediction.

PACS numbers: 13.38.Dg

This Letter presents measurements of the cross sec-
tions for the inclusive production of four leptons (4`,
` = e, µ) at the Z resonance in proton–proton colli-
sions at

p
s = 7 and 8 TeV using data recorded by the

ATLAS detector [1] at the LHC [2] in 2011 and 2012. In
the Standard Model (SM), 4` production in the Z reso-
nance region occurs dominantly via an s-channel diagram
such as shown in Fig. 1(a) where the Z boson decay to
charged leptons includes the production of an additional
lepton pair from the internal conversion of a virtual Z
or �. A small fraction of 4` events is also produced in a
t-channel process such as shown in Fig. 1(b). The process
gg ! Z(⇤)Z(⇤) ! 4` accounts for only about 10�3 of the
total 4` event rate around the Z resonance [3]. A reso-

Z/�⇤

Z⇤/�⇤

q̄

q

`+

`+

`�

`� Z⇤/�⇤

Z⇤/�⇤

q̄

q

`+

`�

`+

`�

(a) (b)

FIG. 1. Examples of (a) s-channel and (b) t-channel Feyn-
man diagrams for 4` production in pp collisions.

nant peak around the Z mass in the 4` invariant mass
spectrum is observed along with the nearby peak from
the Higgs boson decay H ! 4` [4, 5]. A measurement of
the 4` production cross section at the Z resonance pro-
vides a test of the SM and a cross-check of the detector
response to the 4` final state from Higgs decays.

Since the interference between the resonant and non-
resonant (t-channel and gg) production mechanisms is
expected to be very small around the Z resonance, the
branching fraction of the rare decay Z ! 4` can be de-
termined by subtracting the expected non-resonant 4`
contributions from the measured 4` rate. For simplic-

ity, inclusive 4` production around the Z resonance, in-
cluding the non-resonant contributions, is denoted as
Z ! 4` from here on, except that the branching frac-
tion �

Z!4`

/�
Z

refers to the s-channel contribution alone.
The CMS Collaboration has observed the Z ! 4` reso-
nance in

p
s = 7 TeV data and determined a branching

fraction, summed over the 4e, 4µ and 2e2µ final states, of
�
Z!4`

/�
Z

=
�

4.2+0.9

�0.8

(stat)± 0.2 (syst)
�

⇥ 10�6, where
80 < m

4`

< 100 GeV and m
``

> 4 GeV for all pairs of
leptons (regardless of lepton flavor or charge) [6]. The
results presented here include the first cross section mea-
surement of the 4` production at the Z resonance at

p
s=

8 TeV, and a determination of �
Z!4`

/�
Z

with improved
statistical precision.

The inclusive 4` production cross section at the Z
resonance is measured separately for the 4e, 4µ and
2e2µ final states for each of the

p
s = 7 and 8 TeV

datasets in a fiducial region (defined below) correspond-
ing closely to the experimental acceptance. The mea-
sured fiducial cross sections are then extrapolated to a
final phase-space region defined by the dilepton and four-
lepton invariant mass requirements m

`

+
`

� > 5 GeV and
80 < m

4`

< 100 GeV, where `+`� denotes all same-
flavor lepton pairs with opposite charge. The branching
fraction �

Z!4`

/�
Z

is determined by normalizing the res-
onant 4` production rate to the Z ! µ+µ� production
rate measured in the same dataset.

The ATLAS detector has a cylindrical geometry [7] and
consists of an inner tracking detector surrounded by a 2 T
superconducting solenoid, electromagnetic and hadronic
calorimeters, and a muon spectrometer with a toroidal
magnetic field. The inner detector (ID) provides preci-
sion tracking for charged particles for |⌘| < 2.5. It con-
sists of silicon pixel and strip detectors surrounded by a
straw tube tracker that also provides transition radiation
measurements for electron identification. The calorime-
ter system covers the pseudorapidity range |⌘| < 4.9. For
|⌘| < 2.5, the liquid-argon electromagnetic calorimeter
is finely segmented and plays an important role in elec-
tron identification. The muon spectrometer includes fast-

4
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FIG. 2. Invariant mass distributions of (a) the leading lepton pair, m
12

, (b) the subleading lepton pair, m
34

, and (c) the
four-lepton system, m

4`. The MC simulation expectation for a combination of all channels is compared to
p
s = 7 and 8 TeV

data. All selections are applied except in (c) there is no m

4` requirement. The background contributes < 1% of the total
expected signal (invisible in the plots).

TABLE I. Summary of the observed (Nobs

4` ) and expected (Nexp

4` ) number of selected Z ! 4` candidate events, and the estimated

number of background events (Nbkg

4` ) in each 4` channel for
p
s = 7 and 8 TeV. The associated uncertainties are statistical and

systematic combined. The central values of the acceptance and e�ciency factors (A
4`) and (C

4`), the measured fiducial cross
sections (�fid

Z4`), and the total cross sections for m`+`� > 5 GeV, 80 < m

4` < 100 GeV (�Z4`) are also presented. The fiducial
regions are defined in the text and are di↵erent for each channel. The �Z4` are given for same-flavor (4e and 4µ), di↵erent-flavor
(2e2µ), and all channels combined. The uncertainties on �

fid

Z4` and �Z4` are the statistical and systematic uncertainties, and
the uncertainty due to the luminosity measurement.

p
s 4` state N

obs

4` N

exp

4` N

bkg

4` C

4` �

fid

Z4` [fb] A

4` �Z4` [fb]

7 TeV ee+ ee 1 1.8± 0.3 0.12± 0.04 21.5% 0.9+1.4
�0.7 ± 0.14± 0.02 7.5%

o

4e, 4µ 32± 11± 1.0± 0.6
µµ+ µµ 8 11.3± 0.5 0.08± 0.04 59.2% 3.0+1.2

�0.9 ± 0.07± 0.05 18.3%

ee+ µµ 7 7.9± 0.4 0.18± 0.09 49.0% 3.1+1.4
�1.1 ± 0.16± 0.05 15.8%

o

2e2µ 44± 14± 3.3± 0.9
µµ+ ee 5 3.3± 0.3 0.07± 0.04 36.3% 3.0+1.6

�1.2 ± 0.30± 0.06 8.8%

combined 21 24.2± 1.2 0.44± 0.14 76± 18± 4± 1.4

8 TeV ee+ ee 16 14.4± 1.4 0.14± 0.03 36.1% 2.2+0.6
�0.5 ± 0.20± 0.06 7.3%

o

4e, 4µ 56± 6± 1.8± 1.6
µµ+ µµ 71 68.8± 2.7 0.34± 0.05 71.1% 4.9+0.7

�0.6 ± 0.13± 0.14 17.8%

ee+ µµ 48 43.2± 2.1 0.32± 0.05 55.5% 4.2+0.7
�0.6 ± 0.16± 0.12 14.8%

o

2e2µ 52± 7± 2.4± 1.5
µµ+ ee 16 19.3± 1.3 0.18± 0.04 46.2% 1.7+0.5

�0.4 ± 0.10± 0.04 7.9%

combined 151 146± 7 1.0± 0.11 107± 9± 4± 3.0

estimated to be 0.38±0.14 and 0.49±0.10 events for the
7 and 8 TeV data, respectively.

The numbers of signal events predicted by MC simu-
lation are 23.8± 1.2 and 145± 7 for 7 and 8 TeV, respec-
tively. The data and MC predictions, as shown in Fig. 2,
are in good agreement. Denoting the integrated lumi-
nosity by L, the measured fiducial cross sections (�fid

Z4`

),

determined by (Nobs

4`

- Nbkg

4`

)/(L⇥C
4`

), are given in Ta-
ble I.

The cross section in the final phase space for each chan-
nel is calculated by �fid

Z4`

/A
4`

. The cross sections ob-
tained for the ee+ ee and µµ+ µµ channels, and for the
2e+2µ and 2µ+2e channels, are compatible within errors
and are combined using 2 ⇥ 2 covariance matrices. The
total inclusive 4` cross section is a sum of the two com-

bined cross sections, and the uncertainty includes cor-
relations between the four channels. The cross sections
listed in Table I are consistent with the SM predictions
given earlier.
The Z ! 4` branching fraction, �

Z!4`

/�
Z

, is deter-
mined by subtracting the non-resonant contributions to
the selected events and normalizing the resulting yield to
the observed number of Z ! µ+µ� events in the same
dataset,

�
Z!4`

�
Z

=

✓

�
Z!µµ

�
Z

◆

⇣

Nobs

4`

�Nbkg

4`

⌘

(1� f
nr

)C
2µ

·A
2µ

⇣

Nobs

2µ

�Nbkg

2µ

⌘

C
4`

·A
4`

,

where �
Z!µµ

/�
Z

= (3.366± 0.007)% [29], Nobs

2µ

is
around 1.7 million and 8.9 million in the 7 and 8 TeV

1403.5657
 PRL112 (2014) 231806

PLB716 (2012) 1

leading lepton pair are removed, is presented in Fig. 1.
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Figure 1: Invariant mass distribution of the sub-leading lepton pair
(m34) for a sample defined by the presence of a Z boson candidate and
an additional same-flavour electron or muon pair, for the combination
of
√
s = 7 TeV and

√
s = 8 TeV data in the entire phase-space of the

analysis after the kinematic selections described in the text. Isolation
and transverse impact parameter significance requirements are applied
to the leading lepton pair only. The MC is normalised to the data-
driven background estimations. The relativelly small contribution of
a SM Higgs with mH = 125 GeV in this sample is also shown.

4.3. Systematic uncertainties
The uncertainties on the integrated luminosities are

determined to be 1.8% for the 7 TeV data and 3.6%
for the 8 TeV data using the techniques described in
Ref. [92].
The uncertainties on the lepton reconstruction and

identification efficiencies and on the momentum scale
and resolution are determined using samples of W,
Z and J/ψ decays [84, 85]. The relative uncertainty
on the signal acceptance due to the uncertainty on
the muon reconstruction and identification efficiency is
±0.7% (±0.5%/±0.5%) for the 4µ (2e2µ/2µ2e) chan-
nel for m4ℓ = 600 GeV and increases to ±0.9%
(±0.8%/±0.5%) for m4ℓ = 115 GeV. Similarly, the
relative uncertainty on the signal acceptance due to the
uncertainty on the electron reconstruction and identifi-
cation efficiency is ±2.6% (±1.7%/±1.8%) for the 4e
(2e2µ/2µ2e) channel for m4ℓ = 600 GeV and reaches
±8.0% (±2.3%/±7.6%) for m4ℓ = 115 GeV. The un-
certainty on the electron energy scale results in an un-
certainty of ±0.7% (±0.5%/±0.2%) on the mass scale
of the m4ℓ distribution for the 4e (2e2µ/2µ2e) channel.
The impact of the uncertainties on the electron energy

resolution and on the muon momentum resolution and
scale are found to be negligible.
The theoretical uncertainties associated with the sig-

nal are described in detail in Section 8. For the SM
ZZ(∗) background, which is estimated from MC simula-
tion, the uncertainty on the total yield due to the QCD
scale uncertainty is ±5%, while the effect of the PDF
and αs uncertainties is ±4% (±8%) for processes initi-
ated by quarks (gluons) [53]. In addition, the depen-
dence of these uncertainties on the four-lepton invariant
mass spectrum has been taken into account as discussed
in Ref. [53]. Though a small excess of events is ob-
served for m4l > 180 GeV, the measured ZZ(∗) → 4ℓ
cross section [93] is consistent with the SM theoreti-
cal prediction. The impact of not using the theoretical
constraints on the ZZ(∗) yield on the search for a Higgs
boson with mH < 2mZ has been studied in Ref. [87] and
has been found to be negligible . The impact of the in-
terference between a Higgs signal and the non-resonant
gg → ZZ(∗) background is small and becomes negligi-
ble for mH < 2mZ [94].
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Figure 2: The distribution of the four-lepton invariant mass, m4ℓ , for
the selected candidates, compared to the background expectation in
the 80–250 GeV mass range, for the combination of the

√
s = 7 TeV

and
√
s = 8 TeV data. The signal expectation for a SM Higgs with

mH = 125 GeV is also shown.

4.4. Results
The expected distributions of m4ℓ for the background

and for a Higgs boson signal with mH = 125 GeV are
compared to the data in Fig. 2. The numbers of ob-
served and expected events in a window of ±5 GeV
around mH = 125 GeV are presented for the combined

6

non-resonant BG

• Br(Z→4l) =
(3.20±0.25(stat)±0.13(syst))×10-6
SM: 3.33×10-6
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Figure 7: Differential cross section measured as a function of the (left) 3rd and (right) 4th jet |h|
compared to the SHERPA and MADGRAPH Monte Carlo predictions. The lower panels show
the ratios of the theory predictions to data. Error bars around the experimental points show the
statistical uncertainty, while the crosshatched bands indicate the statistical plus systematic un-
certainties added in quadrature. The colored filled band around the MC prediction represents
the statistical uncertainty of the generated sample.

Z+jets @8TeV
•Up to Njets=7
•Jet pT, η, HT distributions up Njets>=5
•Also double diff. in pT and y of jets (CMS-PAS-SMP-14-009)
•NLO Sherpa2 describes data well
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8.1 Jet multiplicity 7

cross-section. The level of precision of the measurement does not allow to probe the improve-
ment expected from the inclusion of the NLO terms. For larger jet multiplicity the difference
between predictions and data is still within the uncertainties.
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Figure 2: Cross section measured as a function of the (left) exclusive and (right) inclusive jet
multiplicity distributions compared to the SHERPA and MADGRAPH Monte Carlo predictions.
The lower panels show the ratios of the theory predictions to data. Error bars around the
experimental points show the statistical uncertainty, while the crosshatched bands indicate the
statistical plus systematic uncertainties added in quadrature. The colored filled band around
the MC prediction represents the statistical uncertainty of the generated sample.

8 8 Results

8.2 Differential cross section in jet p
T

The measured differential cross sections as a function of jet pT for the first, second, third fourth
and fifth jets are presented in Fig. 3, 4, and 5. The cross sections are falling rapidly with increas-
ing pT for all the jets in the final state: for the jets with the largest transverse momentum (Fig. 3
left) it decreases over almost two orders of magnitude for pT between 30 and 100 GeV, while
the cross section for the 5th jet decreases over 3 orders of magnitude in the same pT range.

For the leading jet, the agreement of the MADGRAPH prediction with the measurement is very
good up to ⇠150 GeV. Discrepancies are observed from ⇠150 GeV to ⇠450 GeV. A similar
bump on the ratio with the tree level calculation was observed at

p
s = 7 TeV in the CMS

measurement [8], using for the prediction the same generators as here, as well as in the ATLAS
measurement [5], using ALPGEN [36] interfaced to HERWIG [37] for the prediction. The SHERPA
calculation predicts a slightly harder spectrum than the measurement. The pT distributions of
subsequent jets (2nd to 5th) are well described by both models within the uncertainties. SHERPA
is predicting a different behaviour at low pT than MADGAPH. The accuracy of the measurement
does not allow arbitrating this difference.
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Figure 3: Differential cross section measured as a function of the (left) 1st and (right) 2nd jet pT
compared to the SHERPA and MADGRAPH Monte Carlo predictions. The lower panels show
the ratios of the theory predictions to data. Error bars around the experimental points show the
statistical uncertainty, while the crosshatched bands indicate the statistical plus systematic un-
certainties added in quadrature. The colored filled band around the MC prediction represents
the statistical uncertainty of the generated sample.

cf. ATLAS 7TeV: JHEP07 (2013) 032
CMS-PAS-SMP-13-007

Leading jet pT
3rd jet η

LHCb 7TeV (2 < ημ,jet < 4.5) 
arXiv:1310.8197 JHEP01 (2014) 033



W+jets
•NLO BLACKHAT+Sherpa (1) does good job for most distributions, 
but it’s fixed-order calculation (higher jet multiplicity missing)

•Discrepancy seen in ET sum of all jets (ST in ATLAS, HT in CMS)
• Improved in Sherpa 2 (Z+jets)
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Figure 5: The differential cross section measurement for HT for inclusive jet multiplicities 1–4,
compared to the predictions of MADGRAPH 5.1.1 + PYTHIA 6.426, SHERPA 1.4.0, and BLACK-
HAT+SHERPA (corrected for hadronisation and multiple-parton interactions). Black circular
markers with the grey hatched band represent the unfolded data measurement and its uncer-
tainty. Overlaid are the predictions together with their statistical uncertainties (Theory stat.).
The BLACKHAT+SHERPA uncertainty also contains theoretical systematic uncertainties (Theory
syst.) described in Section 8. The lower plots show the ratio of each prediction to the unfolded
data.
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Figure 31: W + jets cross section as a function of the fifth leading jet rapidity in Njets � 5 events. For
the data, the statistical uncertainties are shown by the vertical bars, and the combined statistical and sys-
tematic uncertainties are shown by the black-hashed regions. The data are compared to predictions from
BlackHat+SHERPA, ALPGEN, and SHERPA. The left-hand figure shows the di↵erential cross sections
and the right-hand figure shows the ratios of the predictions to the data. The theoretical uncertainties on
the predictions are described in Sect. 7. The cross section has been normalised as discussed in the text.
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Figure 32: W + jets cross section as a function of the S T in Njet � 1 events. For the data, the statistical
uncertainties are shown by the vertical bars, and the combined statistical and systematic uncertainties are
shown by the black-hashed regions. The data are compared to predictions from BlackHat+SHERPA,
BlackHat+SHERPA including the exclusive summing, ALPGEN, SHERPA and MEPS@NLO. BH+S
is an abbreviation for BlackHat+SHERPA. The left-hand figure shows the di↵erential cross sections and
the right-hand figure shows the ratios of the predictions to the data. The theoretical uncertainties on the
predictions are described in Sect. 7. The cross section has been normalised as discussed in the text.
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W+jets - cont.
•Discrepancy also seen in: dijet mass, Δφ(jet1, μ)
•Data are crucial inputs for tuning state-of-art 
MC generators & QCD calculations
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Figure 7: The differential cross section measurement in Df(jetn, µ), for n = 1 - 4, compared to
the predictions of MADGRAPH 5.1.1 + PYTHIA 6.426, SHERPA 1.4.0, and BLACKHAT+SHERPA
(corrected for hadronisation and multiple-parton interactions). Black circular markers with
the grey hatched band represent the unfolded data measurement and its uncertainty. Over-
laid are the predictions together with their statistical uncertainties (Theory stat.). The BLACK-
HAT+SHERPA uncertainty also contains theoretical systematic uncertainties (Theory syst.) de-
scribed in Section 8. The lower plots show the ratio of each prediction to the unfolded data.
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Figure 27: W + jets cross section as a function of the angular separation between the two leading jets
in Njets � 2 events. For the data, the statistical uncertainties are shown by the vertical bars, and the
combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are
compared to predictions from BlackHat+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The
left-hand figure shows the di↵erential cross sections and the right-hand figure shows the ratios of the
predictions to the data. The theoretical uncertainties on the predictions are described in Sect. 7. The
cross section has been normalised as discussed in the text.
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Figure 28: W + jets cross section as a function of the di-jet invariant mass (m12) between the two leading
jets in Njets � 2 events. For the data, the statistical uncertainties are shown by the vertical bars, and the
combined statistical and systematic uncertainties are shown by the black-hashed regions. The data are
compared to predictions from BlackHat+SHERPA, HEJ, ALPGEN, SHERPA and MEPS@NLO. The
left-hand figure shows the di↵erential cross sections and the right-hand figure shows the ratios of the
predictions to the data. The theoretical uncertainties on the predictions are described in Sect. 7. The
cross section has been normalised as discussed in the text.
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Rjets=σW+jets/σZ+jets
•Take a ratio of W+jets/Z+jets for the same jet kinematics
•Some systematics cancel, improved precision
•BH+Sherpa agrees with data for dijet mass

16ATLAS-CONF-2014-034 → arXiv:1408.6510 (new!)

Ratio of W and Z boson production cross sections in association with jets 13
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Fig. 1 The ratio of W + jets and Z + jets production cross sections, Rjets, as a function of exclusive jet multiplicity, Njets,
(left) and inclusive jet multiplicity (right). The electron and muon channel measurements are combined as described in the
text. Ratios of the BlackHat+SHERPA NLO calculation and the ALPGEN and SHERPA generators to the data are shown
in the lower panels. Vertical error bars show the respective statistical uncertainties. The hatched error band shows statistical
and systematic uncertainties added in quadrature for the data. The solid error bands show the statistical uncertainties for the
ALPGEN and SHERPA predictions, and the combined statistical and theoretical uncertainties for the BlackHat+SHERPA
prediction.

Njets Rjets

= 0 11.24 ± 0.01 (stat.) ± 0.11 (syst.)
= 1 8.50 ± 0.02 (stat.) ± 0.24 (syst.)
= 2 8.76 ± 0.05 (stat.) ± 0.30 (syst.)
= 3 8.33 ± 0.10 (stat.) ± 0.44 (syst.)
= 4 7.69 ± 0.21 (stat.) ± 0.70 (syst.)

Table 6 The ratio of W + jets and Z + jets production cross sections, Rjets, as a function of exclusive jet multiplicity in the
phase space defined in Table 1.

Njets Rjets

� 0 10.90 ± 0.01 (stat.) ± 0.10 (syst.)
� 1 8.54 ± 0.02 (stat.) ± 0.25 (syst.)
� 2 8.64 ± 0.04 (stat.) ± 0.32 (syst.)
� 3 8.18 ± 0.08 (stat.) ± 0.51 (syst.)
� 4 7.62 ± 0.19 (stat.) ± 0.94 (syst.)

Table 7 The ratio of W + jets and Z + jets production cross sections, Rjets, as a function of inclusive jet multiplicity in the
phase space defined in Table 1.
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Fig. 7 The ratio of W + jets and Z + jets production cross sections, Rjets, normalized as described in the text versus the dijet
angular separation, �Rj1,j2, (left) and the distance in �, ��j1,j2, (right) for Njets � 2. The electron and muon channel mea-
surements are combined as described in the text. Ratios of the BlackHat+SHERPA NLO calculation and the ALPGEN and
SHERPA generators to the data are shown in the lower panels. Vertical error bars show the respective statistical uncertainties.
The hatched error band shows statistical and systematic uncertainties added in quadrature for the data. The solid error bands
show the statistical uncertainties for the ALPGEN and SHERPA predictions, and the combined statistical and theoretical
uncertainties for the BlackHat+SHERPA prediction.
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Figure 10. The inclusive b-jet cross-section σ∗(Zb) × Nb-jet as a function of ∆φ(Z, b) (a) and
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gen+Herwig+Jimmy and Sherpa. The middle panels show the ratio of NLO predictions to data,
and the lower panels show the ratio of LO predictions to data.
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Figure 3: The distribution of the angular distance DR between the two selected b jets (left)
and the distribution of the transverse mass MT of the muon-~Emiss

T system (right). Signal and
background yields are taken from the binned maximum-likelihood fit described in the text. The
uncertainty band corresponds to the uncertainty in the yields as given by the fit. The last bin in
both plots includes overflow events. The lower panels show the ratio of observed data events
to the total fitted yield.

which focused on the production of W bosons accompanied by one identified b jet. The pre-
cision of the measured cross section approaches that of theoretical predictions at NNLO, thus
enabling sensitive tests of perturbative calculations in the SM.
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Figure 4: The distribution of the invariant mass mJ1J2 of the two selected b jets (left) and the
distribution of the transverse momentum of the dijet system, pT, J1J2

(right). Signal and back-
ground yields are taken from the binned maximum-likelihood fit described in the text. The
uncertainty band corresponds to the total uncertainty in the fitted yields. The last bin in both
figures includes overflow events. The lower panels show the ratio of observed data events to
the total fitted yield.
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Table 1: Comparison of the yields expected from the SM and obtained from the fit to the ana-
lyzed data sample. The predicted yield uncertainty takes into account the uncertainties in the
measurement of the cross section for each of the processes, except for the multijet contribution,
which is estimated using a multijet enriched background data sample. The uncertainty in the
fitted yields combines the statistical and systematic uncertainties obtained from the extended
binned maximum-likelihood fit technique.

Process Predicted yield Fitted yield
W + bb 332±99 301±59

tt 621±36 653±37
Single top quark 160±13 167±13

QCD multijet 33±17 33±16
W + c, W + cc 21±4 20±10

Z + jets 31±3 32±3
WW, WZ 19±3 19±3

W + light-quark jets 1.5±0.2 1±1
Total 1219±79 1226±73

Observed events 1230

yields as given by the fit. The central value of the cross section computed with this method
differs by less than 3% from the primary fit result.

6 Results

The W + bb cross section can be measured within a fiducial volume defined by requiring a
final-state muon with pT > 25 GeV and |h| < 2.1 and exactly two final-state particle jets, recon-
structed using the anti-kT jet algorithm with a distance parameter of 0.5, with pT > 25 GeV and
|h| < 2.4 and with each containing at least one b hadron with pT > 5 GeV. Events with extra
jets with pT > 25 GeV and |h| < 4.5 are vetoed.

Within this fiducial phase space, the W + bb cross section is obtained using the expression

s(pp ! W + bb)⇥ B(W ! µn) =
NSR

L dt esel
,

where the efficiency of the selection requirements, esel = (11.2 ± 1.0)%, is computed using the
MADGRAPH + PYTHIA MC sample. The uncertainty in this selection efficiency comes from the
PDF and scale variation uncertainties mentioned above. The experimental uncertainties are
included in the determination of NS.

The measured fiducial cross section is

s(pp ! W + bb)⇥ B(W ! µn) = 0.53 ± 0.05 (stat) ± 0.09 (syst) ± 0.06 (theo.) ± 0.01 (lumi) pb.

This measured value cannot be directly compared to the SM NLO cross section calculated with
MCFM [33, 34] because the latter pertains to jets of partons, not jets of hadrons, and does not
include the production of bb pairs from double-parton scattering (DPS).

MCFM predicts a cross section of 0.52± 0.03 pb at the parton level, using the MSTW2008 NNLO
PDF set and setting the factorization and renormalization scales to µF = µR = mW + 2mb [34].
The uncertainty in the theoretical cross section quoted above is estimated by varying the scales

Theory:

9

µF, µR simultaneously up and down by a factor of two. It also takes into account the PDF
uncertainties following the PDF4LHC recommendation. The scale uncertainty in the theoretical
cross section may be underestimated because of the requirement of exactly two jets in the final
state, which introduces a veto on events with extra jets. Therefore, a more conservative estimate
of this uncertainty in the theoretical prediction is computed, following the procedure described
in Ref. [43], and the total theoretical uncertainty is found to be 30%.

Two corrections are needed to link the theoretical prediction to the measurement, a hadroni-
zation correction and a DPS correction. At the parton level, the events are required to have
a muon of pT > 25 GeV and |h| < 2.1 and exactly two parton jets of pT > 25 GeV and
|h| < 2.4, each containing a b quark. The hadronization correction factor Cb!B = 0.92 ± 0.01,
calculated using a five-flavor MADGRAPH + PYTHIA reference MC, is used to extrapolate the
cross section computed at the level of parton jets to the level of final-state particle jets. The
uncertainty assigned to this correction is obtained by comparing the corresponding factors
computed with a four-flavored MADGRAPH MC simulation. The simulated MADGRAPH +
PYTHIA events include DPS production of bb pairs and they reproduce these processes ad-
equately as measured by CMS [44]. The contribution of DPS events to the cross section at
the parton-jet level is estimated to be sDPS = (sW ⇥ sbb)/seff = 0.08 ± 0.05 pb. The value
of the effective cross section, seff, is taken from Ref. [45], and is assumed to be independent
of the process and interaction scale. The uncertainty in sDPS takes into account both the un-
certainty in the measurement of seff and the uncertainty in the fiducial bb cross section. The
theoretical cross section at hadron level can be extrapolated from the MCFM parton-jet predic-
tion by applying the hadronization correction and adding the DPS contribution, resulting in
0.55 ± 0.03 (MCFM) ± 0.01 (had.) ± 0.05 (DPS)pb. This value is in agreement with the mea-
sured value.

In addition to this measurement of the production cross section, we have explored the kine-
matics of the W + bb system. The angular distance between the two selected b jets, DRJ1,J2 =p
(DhJ1,J2)

2 + (DfJ1,J2)
2, is compared to the SM prediction in Fig. 3 (left). Signal and background

yields are taken from the binned maximum-likelihood fit, and their shapes from Monte Carlo
simulations or data as described in Section 4. The minimum separation of 0.5 between the two
jets is an important aspect of the phase space definition, as discussed in the introduction. Fig-
ure 3 (right) compares the MT distribution to the SM predictions. Figure 4 shows the invariant
mass of the two selected b-quark jets (mJ1J2 ) as well as the transverse momentum of the system
formed by the two b-quark jets (pT, J1J2

). The simulation describes the observed distributions
well.

7 Summary

In summary, we have presented a measurement of the W + bb production cross section in
proton-proton collisions at 7 TeV. The W + bb events have been selected in the W ! µn decay
mode with a muon of pT > 25 GeV and |h| < 2.1, and two b jets of pT > 25 GeV and |h| < 2.4.
The data sample corresponds to an integrated luminosity of 5.0 fb�1. The measured fiducial
cross section for production of a W boson and two b jets, s(pp ! W + bb)⇥ B(W ! µn) =
0.53 ± 0.05 (stat) ± 0.09 (syst) ± 0.06 (theo.) ± 0.01 (lumi) pb, is in agreement with the SM pre-
diction of 0.55± 0.03 (MCFM)± 0.01 (had.)± 0.05 (DPS)pb, which accounts for double-parton
scattering production and hadronization effects.

This study provides the first measurement for pp ! W + bb production at 7 TeV in this partic-
ular phase space, thereby complementing previous measurements performed at the LHC [6],
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Figure 1: Invariant mass distribution for Z (left) and D (right) candidates for Z + D0 (top) and
Z + D+ (bottom) events. The superimposed curves represent the projection of the fit described
in Sect. 4.

Both the SPD and DPS mechanisms can lead to the associated production of a Z boson
and a beauty hadron. Contamination from feed-down from beauty hadrons decaying
to D mesons, where the beauty hadron has been produced in DPS, is estimated from
simulation to be 1.7% (1.3%) for D0(D+) [3] of the DPS contribution for a Z boson and
a charmed meson. The SPS contribution to the feed-down is determined with MCFM [17],
which predicts the associated production of a Z boson with a b quark to be 20% smaller
than the associated production of a Z with a c quark. This estimate is likely to be
conservative, since, according to the recent measurements by the D0 collaboration [11],
the production of Z + c-jets is larger by a factor four with respect to Z + b-jets for the
region with jet p

T

> 20GeV, with only a small dependence on the jet p
T

[11]. Taking into
account the branching fractions, the beauty feed-down contribution in SPS is estimated to
be 9.4% (3.7%) for D0(D+) mesons of the SPS contribution for a Z boson and a charmed
meson. This estimate takes into account the suppression due to the requirement on the D to
originate from the same vertex as the Z candidate. Since the individual contributions
to feed-down from Z plus a b quark from DPS and SPS are unknown, we assume that
the contamination from b-quark decays is dominated by DPS. This assumption is in line

3

Z+D from LHCb
•Exclusive reconstruction of Z → μ+μ - and
 D0 → K - π+ and D+ → K-  π+π+ (+c.c.)

•Compared with Single Parton Scattering
(one parton-parton collision creates Z & D)
and Double Parton Scattering (one collision 
creates Z and another for D)
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FIG. 4. Measured (dots with error bars) and expected inclu-
sive prompt photon cross section as a function of the photon
transverse energy, E

�
T , in the barrel ⌘

� region. The inner
error bars on the data points show statistical uncertainties,
while the full error bars show statistical and systematic un-
certainties added in quadrature. The NLO theory prediction
is shown with the shaded bands that indicate the scale uncer-
tainty (the inner yellow band) and the total uncertainty (the
outer green band), which also includes the PDF and ↵s uncer-
tainties. The LO parton-shower MC generators are shown as
lines. The bottom panel shows the corresponding theory/data
ratio, in which the data points are centered at one.

than the central NLO calculation for low E�

T

, but agree
within the theoretical uncertainty of the NLO calcula-
tion. This trend is also visible throughout ⌘� as it is
dominated by the low E�

T

range of the measurement. At
low E�

T

, the observed di↵erence between the NLO pre-
dictions based CT10 PDF and MSTW2008NLO PDF are
larger than the PDF uncertainty estimated using CT10.
The di↵erence between CT10 and MSTW2008NLO pre-
dictions is smaller than the CT10 PDF uncertainty for
E�

T

> 600 GeV.
The predictions of the LO parton-shower MC gener-

ators, PYTHIA and HERWIG, are also shown in Figs. 4-6.
The PYTHIA model describes the data fairly well, while
HERWIG falls below the data by 10%-20%. The shapes of
the cross sections are well described by both models.

The data are also compared to MC predictions that
include only direct photons from qg ! q� and qq̄ ! g�
processes calculated at LO QCD. Figure 7 shows that
these MC generators predict a cross section at low E�

T

that is 20% lower than the data which includes all the
higher-order fragmentation processes. This di↵erence is
reduced at high E�

T

, where the contribution from pho-
tons originating from fragmentation becomes small. This
shows that the higher order fragmentation processes con-
tribute significatly to the shape of the predicted E�

T

cross
section.
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FIG. 5. Measured (dots with error bars) and expected in-
clusive prompt photon cross section in the end-cap region.
The inner error bars on the data points show statistical un-
certainties, while the full error bars show statistical and sys-
tematic uncertainties added in quadrature. The NLO theory
prediction is shown with the shaded bands that indicate the
scale uncertainty (the inner yellow band) and the total uncer-
tainty (the outer green band), which also includes the PDF
and ↵s uncertainties. The LO parton-shower MC generators
are shown as lines.
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FIG. 6. Measured and expected inclusive prompt photon
cross section as a function of |⌘� |, for photons with trans-
verse energies above 100 GeV excluding 1.37 < |⌘� | < 1.52.
The data points show full error bars that contain statistical,
systematic, and luminosity uncertainties added in quadrature,
and are negligible. The NLO theory prediction is shown with
the shaded bands that indicate the scale uncertainty (the in-
ner yellow band) and the total uncertainty (the outer green
band), which also includes the PDF and ↵s uncertainties. The
LO parton-shower MC generators are shown as lines.

Prompt γ
•qg→qγ, qq→gγ
•Sensitive to gluon PDF
•Signal extraction using isolation E
•Compared to NLO calculations and 
LO MC generators

•100 < ETγ < 1000 GeV, |ηγ|<2.37

20

8

100 200 300 400 500 600 700 800 900 1000

-510

-410

-310

-210

-110

1

10

1002003004005006007008009001000

 [p
b/

G
eV

]
γ T

 / 
d 

E
σ

d 

-510

-410

-310

-210

-110

1

10

1002003004005006007008009001000

 [p
b/

G
eV

]
γ T

 / 
d 

E
σ

d 

-510

-410

-310

-210

-110

1

10

|<1.37γη|

=7 TeVsData 2011 
PYTHIA (MRST 2007 LO*)
HERWIG (MRST 2007 LO*)

NLO (Jetphox) CT10
Total uncertainty
Scale uncertainty

NLO (Jetphox) MSTW2008nlo

-1 L dt =  4.6 fb∫

ATLAS

100 200 300 400 500 600 700 800 900 1000
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4

 [GeV]γ
TE

100 200 300 400 500 600 700 800 900 1000
0.6
0.8

1
1.2
1.4

Th
eo

ry
/D

at
a

FIG. 4. Measured (dots with error bars) and expected inclu-
sive prompt photon cross section as a function of the photon
transverse energy, E

�
T , in the barrel ⌘

� region. The inner
error bars on the data points show statistical uncertainties,
while the full error bars show statistical and systematic un-
certainties added in quadrature. The NLO theory prediction
is shown with the shaded bands that indicate the scale uncer-
tainty (the inner yellow band) and the total uncertainty (the
outer green band), which also includes the PDF and ↵s uncer-
tainties. The LO parton-shower MC generators are shown as
lines. The bottom panel shows the corresponding theory/data
ratio, in which the data points are centered at one.

than the central NLO calculation for low E�

T

, but agree
within the theoretical uncertainty of the NLO calcula-
tion. This trend is also visible throughout ⌘� as it is
dominated by the low E�

T

range of the measurement. At
low E�

T

, the observed di↵erence between the NLO pre-
dictions based CT10 PDF and MSTW2008NLO PDF are
larger than the PDF uncertainty estimated using CT10.
The di↵erence between CT10 and MSTW2008NLO pre-
dictions is smaller than the CT10 PDF uncertainty for
E�

T

> 600 GeV.
The predictions of the LO parton-shower MC gener-

ators, PYTHIA and HERWIG, are also shown in Figs. 4-6.
The PYTHIA model describes the data fairly well, while
HERWIG falls below the data by 10%-20%. The shapes of
the cross sections are well described by both models.

The data are also compared to MC predictions that
include only direct photons from qg ! q� and qq̄ ! g�
processes calculated at LO QCD. Figure 7 shows that
these MC generators predict a cross section at low E�

T

that is 20% lower than the data which includes all the
higher-order fragmentation processes. This di↵erence is
reduced at high E�

T

, where the contribution from pho-
tons originating from fragmentation becomes small. This
shows that the higher order fragmentation processes con-
tribute significatly to the shape of the predicted E�

T

cross
section.
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FIG. 5. Measured (dots with error bars) and expected in-
clusive prompt photon cross section in the end-cap region.
The inner error bars on the data points show statistical un-
certainties, while the full error bars show statistical and sys-
tematic uncertainties added in quadrature. The NLO theory
prediction is shown with the shaded bands that indicate the
scale uncertainty (the inner yellow band) and the total uncer-
tainty (the outer green band), which also includes the PDF
and ↵s uncertainties. The LO parton-shower MC generators
are shown as lines.
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FIG. 6. Measured and expected inclusive prompt photon
cross section as a function of |⌘� |, for photons with trans-
verse energies above 100 GeV excluding 1.37 < |⌘� | < 1.52.
The data points show full error bars that contain statistical,
systematic, and luminosity uncertainties added in quadrature,
and are negligible. The NLO theory prediction is shown with
the shaded bands that indicate the scale uncertainty (the in-
ner yellow band) and the total uncertainty (the outer green
band), which also includes the PDF and ↵s uncertainties. The
LO parton-shower MC generators are shown as lines.
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ties. In that case, the equation to solve is

NA

S

= NA �R
BKG

(NB � c
B

NA

S

)(NC � c
C

NA

S

)

(ND � c
D

NA

S

)
; (2)

where c
k

= Nk

S

/NA

S

are the fractions of signal events ex-
pected in each of the three control regions, relative to the
signal region A, and R

BKG

= NA

BKG

ND

BKG

/NB

BKG

NC

BKG

characterizes the correlation between the isolation and
identification variables in background events (R

BKG

= 1
when the correlations are negligible).

Figure 1(a) shows the distribution of Eiso

T

for tight and
non-tight candidates. The latter is normalized to the for-
mer in the background-dominated region Eiso

T

> 15 GeV.
The excess of tight candidates over normalized non-tight
candidates in the region Eiso

T

< 15 GeV shows a clear
peak for signal prompt photons. Fig. 1(b) and 1(c) show
the isolation profile of photon candidates after subtract-
ing the distribution of non-tight candidates (with the
same normalization as applied in Fig. 1(a)), for di↵er-
ent ranges of the photon candidate transverse energy in
the two di↵erent ⌘� regions. The distributions of these
signal-enriched samples are largely independent of the
E�

T

range, according to the simulation.
In the following, Eq. (2) is used to estimate the prompt

photon yield in the selected sample, with R
BKG

fixed to
one as observed (within uncertainties) in simulated back-
ground events. Results obtained neglecting signal leakage
in the control regions, as in Eq. (1), or with R

BKG

6= 1
are used to evaluate systematic uncertainties. In the end-
cap region there are too few events in the 500 to 600 GeV
bin; therefore, the signal purity from the preceding bin
is used instead.

The largest contribution to the impurity arises from
background photons that come from the meson decays.
Figure 2 shows the signal purity for prompt photons in
region A as a function of E�

T

for the barrel and end-cap
regions. The signal purity is estimated from the data
using the two-dimensional side band approach shown in
Eq. (2). The shaded bands indicate statistical uncer-
tainties. The measured signal purity is larger than 93%
and increases with E�

T

. The purity has also been deter-
mined using Eq. (2) and the result agrees with the default
method to within 3% and has a similar E�

T

-dependence.

VI. RESIDUAL BACKGROUND

A possible residual background could arise from elec-
trons that fake photons; primarily high-p

T

isolated elec-
trons from W or Z boson decays that tend to be misiden-
tified as converted photons. The corresponding misiden-
tification probability is measured by studying the invari-
ant mass spectrum of e±� combinations in the Z bo-
son mass range. It was found that the background from
prompt electrons is ⇡ 0.5% for E�

T

< 400 GeV [4].
To understand the background from electrons for

higher E�

T

, a MC study was performed using a sam-
ple of high-p

T

electrons. The current analysis neglects
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FIG. 1. (a): Distributions of tight photon transverse energy
E

iso

T

(dots) and non-tight (shaded gray region) photon candi-
dates in data, for photon transverse energy E

�
T

> 100 GeV
in the central ⌘

� region. The latter is normalized to the
former for E

iso

T

> 15 GeV. Distributions of tight E

iso

T

pho-
tons in the barrel (b) and end-cap (c) regions after subtract-
ing the normalized non-tight distribution. For both (b) and
(c) a comparison of two representative E

�
T

regions with dif-
ferent ⌘

� is shown. The vertical lines show the requirement
of Eiso

T

 7 GeV used to define the final cross sections. These
distributions are normalized to one.
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Figure 4. Comparison between the experimental cross sections and the predictions obtained with
parton-shower LO simulations: mγγ (top left), pT,γγ (top right), ∆φγγ (bottom left), cos θ∗

γγ
(bottom

right). The LO cross sections have been scaled to the total data cross section, by a factor 1.2. Black
dots correspond to data with error bars for their total uncertainties, which are dominated by the
systematic component. The simulated cross sections include only statistical uncertainties.
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γ pair production
•qq→γγ in LO.  BG in H→γγ
•SHERPA and 2γNNLO describes data well
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Figure 6: The comparisons of the differential cross section between data and the SHERPA,
DIPHOX + GAMMA2MC, RESBOS, and 2gNNLO predictions for mgg. Black dots correspond to
data with error bars including all statistical and systematic uncertainties. Only the scale uncer-
tainty is included for the SHERPA prediction. Scale, PDF and aS uncertainties are included for
DIPHOX + GAMMA2MC and RESBOS. Only statistical and scale uncertainties are included for
the 2gNNLO prediction.
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Figure 5. Comparison between the experimental cross sections and the predictions obtained with
Diphox+gamma2mc (NLO) and 2γNNLO (NNLO): mγγ (top left), pT,γγ (top right), ∆φγγ (bot-
tom left), cos θ∗γγ(bottom right). Black dots correspond to data with with error bars for their total
uncertainties, which are dominated by the systematic component. The theoretical uncertainties
include contributions from the limited size of the simulated sample, from the scale choice and from
uncertainties on the parton distribution functions and on the hadronization and underlying event
corrections.
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Figure 5: Differential cross sections for 1.5 < |hjet| < 2.5. The measured cross sections (markers)
in four different ranges of hg are compared with the SHERPA tree-level MC (solid line) and the
NLO perturbative QCD calculation from JETPHOX (dashed line). The cross sections for the most
central photons are scaled by factors of 20 to 8000 for better visibility. Error bars are statistical
uncertainties and the shaded bands are the total experimental uncertainties.

The measured cross sections are compared to theoretical predictions based on perturbative
QCD using the leading order (LO) MC event generator SHERPA (v1.3.1) [36] and the full next-
to-leading order (NLO) calculation implemented in JETPHOX (v1.2.2) [37]. The SHERPA MC
program incorporates higher-order tree level matrix elements (ME) and parton shower (PS)
modeling using the ME-PS matching algorithm described in Ref. [38]. A similar technique
is also applied to processes involving prompt photons [39], combining the photon and QCD
parton multiplicity tree-level matrix elements with a QCD+QED parton shower using the for-
malism given in Ref. [38], thus treating photons and jets on an equal footing [39]. This treat-
ment also includes contributions from the photon fragmentation component, permitting a di-
rect comparison with experimental measurements. The predictions from SHERPA agree well
with earlier photon measurements from the Tevatron [21]. The photon+jets final states are gen-
erated with up to three additional jets using SHERPA and the CTEQ6 [40] parton distribution
functions (PDFs). Calculations are performed using default choices for renormalization (µR)
and factorization (µF) scales equal to pg

T. The JETPHOX calculation at NLO in perturbative QCD
includes a model of fragmentation functions of partons to photons [41] and uses the CT10 [42]
NLO PDFs with µR = µF = µ f = pg

T/2, where µ f defines the fragmentation scale. To model
the effect of experimental selection requirements for these processes, the energy around the
photon within the R < 0.4 cone is required to be less than 5 GeV. The effect due to the choice
of theory scales is obtained by independently varying µR, µF, µ f by the factors 0.5 and 2.0. The
uncertainty in the predictions due to the choice of PDF is determined from the 40 (52) compo-
nent error sets of CTEQ6M (CT10) and evaluated using the master equations as given by the
‘modified tolerance method’ recommended in Ref. [43]. The effects of contributions from the
parton-to-hadron fragmentation and the underlying event are examined by comparing cross
sections determined using our default tune in PYTHIA at hadron level with and without mul-

γ+jets
•Triple differential in pTγ, ηγ, ηjet
•Signal extraction using isolation E 
•Predictions agree with data except 
for highest pTγ and ηγ

22
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photon energy scale and the photon purity determination are given in Table 1. The table also
shows the total systematic uncertainty obtained by adding all the contributions in quadrature.
At low pg

T the systematic uncertainty is dominated by the purity determination. This is also
the region where the uncertainty is the highest. At high pg

T the most significant contribution
usually comes from the determination of the reconstruction efficiency.

3

are selected for this analysis, and are required to pass data quality requirements designed to
remove spurious jets resulting from noise [30]. Inefficiencies due to these criteria are negligible.
Since energetic photons are also reconstructed as jets by the anti-kT algorithm, any jet that
overlaps with the leading photon within a cone of R < 0.5 is removed from consideration.

Even after the photon identification criteria are applied, a significant background remains,
mostly from neutral mesons that decay to photons that overlap in the ECAL. Templates con-
structed from signal and background distributions are fitted to data to determine the purity of
the selected photon sample. The method exploits the distribution of energy in the vicinity of
the photon using the variable Isog = IsoTRK + IsoECAL + IsoHCAL, where IsoTRK is the sum of
the pT of tracks consistent with the reconstructed vertex in a hollow cone, 0.04 < R < 0.40,
centered around the candidate photon momentum vector extending from the primary ver-
tex to the ECAL cluster. Similarly, IsoECAL is the transverse energy deposited in the ECAL
in 0.06 < R < 0.40, and IsoHCAL is the transverse energy deposited in the HCAL in 0.15 < R <
0.40. For the IsoTRK (IsoECAL) distributions, we do not include energy in a rectangular strip
of Dh ⇥ Df = 0.015 (0.040) ⇥ 0.040 to exclude energy associated with the photon in case of
conversion [31]. The method takes advantage of differences in the Isog distributions between
signal and background. The main contribution to Isog for genuine photons comes from the
underlying event and multiple pp interactions in the same bunch crossing (pile-up collisions).
The average number of pile-up collisions for data used in this analysis is ⇠6. In contrast, Isog

for misidentified photons includes additional contributions of energy from jet fragmentation.
Hence, the Isog distribution for the background tends to be broader than for signal.
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Figure 1: Example of a fit to the Isog distribution using signal and background templates.

The signal template is modeled using Monte Carlo (MC) events generated with PYTHIA 6.424 [32]
and parameterized by the convolution of an exponential function with a Gaussian,

S(x) = CS eax ⌦ Gaussian(x, µ, s), (2)

where x = Isog, (µ, s) = ~p and a describe the peak and tail of the signal template, respectively,
and CS normalizes the distribution to unit area. The background template is obtained from data
using a background-enriched sample collected from a sideband region, obtained by inverting
the shower shape selection requirement and requiring shh > 0.011 (0.030) in the barrel (endcap)
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γ+jets - cont.
•Dynamics of γ+jet production tested
‒mγj, scattering angle in CM system
(|cosθγj|) well described by NLO
‒spin 1/2 quark propagator (cf. dijet)
‒ difficulty in ΔΦγj: can’t have two in same hemisphere
(Pythia LO + parton shower does a good job)
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the centre-of-mass frame, and its distribution is sensitive to the spin of the exchanged particle.
For processes dominated by t-channel gluon exchange, such as dijet production in pp collisions
shown in Fig. 1(a), the differential cross section behaves as (1 − | cos θ∗|)−2 when | cos θ∗| → 1. In
contrast, processes dominated by t-channel quark exchange, such as W/Z + jet production shown
in Fig. 1(b), are expected to have an asymptotic (1 − | cos θ∗|)−1 behaviour. This fundamental pre-
diction of QCD can be tested in photon plus jet production at the centre-of-mass energy of the
LHC.

At leading order (LO) in pQCD, the process pp → γ + jet + X proceeds via two produc-
tion mechanisms: direct photons (DP), which originate from the hard process, and fragmentation
photons (F), which arise from the fragmentation of a coloured high transverse momentum (pT)
parton [3, 4]. The direct-photon contribution, as shown in Fig. 1(c), is expected to exhibit a
(1− | cos θ∗|)−1 dependence when | cos θ∗|→ 1, whereas that of fragmentation processes, as shown
in Fig. 1(d), is predicted to be the same as in dijet production, namely (1− | cos θ∗|)−2. For both pro-
cesses, there are also s-channel contributions which are, however, non-singular when | cos θ∗|→ 1.
As a result, a measurement of the cross section for prompt-photon plus jet production as a function
of | cos θ∗| provides a handle on the relative contributions of the direct-photon and fragmentation
components as well as the possibility to test the dominance of t-channel quark exchange, such as
that shown in Fig. 1(c).
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γ

(a) (b) (c) (d)

Figure 1: Examples of Feynman diagrams for (a) dijet production, (b) V + jet production with V = W or Z, (c) γ + jet
production through direct-photon processes and (d) γ + jet production through fragmentation processes.

Measurements of prompt-photon production in a final state with accompanying hadrons ne-
cessitates of an isolation requirement on the photon to avoid the large contribution from neutral-
hadron decays into photons. The production of inclusive isolated photons in pp collisions has
been studied previously by ATLAS [5, 6] and CMS [7, 8]. Recently, the differential cross sec-
tions for isolated photons in association with jets as functions of the photon transverse energy in
different regions of rapidity of the highest transverse-momentum (leading) jet were measured by
ATLAS [9]. The analysis presented in this paper is based on the same data sample and similar
selection criteria as in the previous publication, but extends the study by measuring also cross sec-
tions in terms of the leading-jet and photon-plus-jet properties. The goal of the analysis presented
here is to study the kinematics and dynamics of the isolated-photon plus jet system by measur-
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Figure 2: Distributions in absolute values of rapidities for (a) the photon, (b) the jet, (c) their
sums, and (d) their differences, normalized to unity. The data are shown after correcting for
efficiency and resolution, and displayed with statistical and systematic uncertainties combined
in quadrature. The lower panel of each figure gives ratios of the data and simulations to the
NLO calculation of Owens. The ratio error bars include Owens statistical uncertainties folded
with data statistical and systematic uncertainties. Theoretical uncertainties in the Owens cal-
culations are shown as shaded areas representing variations of µR, µF, and PDF. Statistical
uncertainties for the MADGRAPH and SHERPA predictions are displayed as bands around the
central values. The central value for MADGRAPH simulations using LO PDF is depicted by a
line. All other calculations use NLO versions of PDF.
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Figure 1: Distributions in absolute values of rapidities for (a) the Z boson, (b) the jet, (c) their
sums, and (d) their differences, normalized to unity. The data are shown after correcting for
efficiency and resolution, and displayed with statistical and systematic uncertainties combined
in quadrature. The lower panel of each figure gives ratios of the data and simulations to the
NLO calculation of MCFM. The ratio error bars include MCFM statistical uncertainties folded
with data statistical and systematic uncertainties. Theoretical uncertainties in the MCFM cal-
culations are shown as shaded areas representing variations of µR, µF, and PDF. Statistical
uncertainties for the MADGRAPH and SHERPA predictions are displayed as bands around the
central values. The central value for MADGRAPH simulations using LO PDF is depicted by a
line. All other calculations use NLO versions of PDF.

γ+jet, Z+jet rapidity dist.
•ysum=|yγ,Z+yjet|/2
ydif=|yγ,Z-yjet|/2

•ysum is total boost,
sensitive to PDF

•ydif reflects scattering
dynamics

•Predictions differ at
large ydif
•NLO calculations agree
both in γ and Z cases
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Figure 6: Differential cross-section ratio of leptonic Z over g as a function of the total transverse
momentum cross-section and for central bosons (|yV | < 1.4). Different kinematic selection are
used: (top left) inclusive (njets � 1); (top right) 2-jet (njets � 2); (bottom left) 3-jet (njets � 3);
(bottom right) high HT (HT � 300 GeV, njets � 1). The black error bars reflect the statistical un-
certainty of the ratio, the hatched (grey) band represents the total uncertainty of the measure-
ment. The shaded band around MADGRAPH+PYTHIA6 to data ratio represents the statistical
uncertainty of the MC prediction.

Z+jets/γ+jets ratio @8TeV
•Compare Z/γ*+jets and γ+jets cross sections at the 
same vector boson kinematics

•Z/γ ratio reaches plateau (~0.03) for pTγ,Z > ~300 GeV
•Validate the (Z→νν)+jet BG in 
new physics searches based on
γ+jet kinematics
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Figure 3: The inclusive 2 jet over inclusive 1 jet ratio as a function of the boson transverse mo-
mentum for Z + jets in data compared with predictions from MADGRAPH+PYTHIA6, SHERPA
and BLACKHAT (left) and for g + jets for central rapidities |yg| < 1.4 in data compared with
prediction from MADGRAPH+PYTHIA6 (right). The hatched (grey) band represents the total
uncertainty on the measurement, while the error bars show the statistical uncertainty. The
shaded bands around MC/data ratios of MADGRAPH+PYTHIA6 and SHERPA represent the sta-
tistical uncertainty of the MC prediction. The (green) hatched band around BLACKHAT/data
ratio (using MSTW) represents the total uncertainty of the prediction due to PDF and scale
variations, while the inner (dark red) hatched band the uncertainty due to PDF variations.
Overlayed in dashed blue and orange are BLACKHAT predictions using the NNPDF and CT10
PDF sets, respectively.
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Conclusions
•Wealth of results in W/Z/γ production at the 
LHC from Run 1 (most are new since PIC 2013)

•Tests of SM (EW+QCD) at the highest energy
for extreme kinematics (< ~1TeV) and topologies 
(many jets, heavy flavors, ...)
•Crucial inputs for developments of theoretical 
predictions (NLO, NNLO) and MC generators
•Be ready for new physics signals in Run 2 (2015-)
•More 8 TeV results expected in PIC 2015 !
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