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Figure 6.8: Two-loop renormaliza-
tion group evolution of the inverse
gauge couplings α−1

a (Q) in the Stan-
dard Model (dashed lines) and the
MSSM (solid lines). In the MSSM
case, the sparticle masses are treated
as a common threshold varied be-
tween 500 GeV and 1.5 TeV, and
α3(mZ) is varied between 0.117 and
0.121.
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This unification is of course not perfect; α3 tends to be slightly smaller than the common value of
α1(MU ) = α2(MU ) at the point where they meet, which is often taken to be the definition of MU .
However, this small difference can easily be ascribed to threshold corrections due to whatever new
particles exist near MU . Note that MU decreases slightly as the superpartner masses are raised. While
the apparent approximate unification of gauge couplings at MU might be just an accident, it may also
be taken as a strong hint in favor of a grand unified theory (GUT) or superstring models, both of which
can naturally accommodate gauge coupling unification below MP. Furthermore, if this hint is taken
seriously, then we can reasonably expect to be able to apply a similar RG analysis to the other MSSM
couplings and soft masses as well. The next section discusses the form of the necessary RG equations.

6.5 Renormalization Group equations for the MSSM

In order to translate a set of predictions at an input scale into physically meaningful quantities that
describe physics near the electroweak scale, it is necessary to evolve the gauge couplings, superpotential
parameters, and soft terms using their renormalization group (RG) equations. This ensures that the
loop expansions for calculations of observables will not suffer from very large logarithms.

As a technical aside, some care is required in choosing regularization and renormalization procedures
in supersymmetry. The most popular regularization method for computations of radiative corrections
within the Standard Model is dimensional regularization (DREG), in which the number of spacetime
dimensions is continued to d = 4 − 2ϵ. Unfortunately, DREG introduces a spurious violation of su-
persymmetry, because it has a mismatch between the numbers of gauge boson degrees of freedom and
the gaugino degrees of freedom off-shell. This mismatch is only 2ϵ, but can be multiplied by factors
up to 1/ϵn in an n-loop calculation. In DREG, supersymmetric relations between dimensionless cou-
pling constants (“supersymmetric Ward identities”) are therefore not explicitly respected by radiative
corrections involving the finite parts of one-loop graphs and by the divergent parts of two-loop graphs.
Instead, one may use the slightly different scheme known as regularization by dimensional reduction,
or DRED, which does respect supersymmetry [109]. In the DRED method, all momentum integrals
are still performed in d = 4 − 2ϵ dimensions, but the vector index µ on the gauge boson fields Aa

µ

now runs over all 4 dimensions to maintain the match with the gaugino degrees of freedom. Running
couplings are then renormalized using DRED with modified minimal subtraction (DR) rather than
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FIG. 1: Theoretical prediction versus aleph data at lep 1
for the standard model and the standard model with a 25
GeV gluino. The total statistical uncertainty band includes
theoretical statistical uncertainty from the Monte Carlo used
to generate the NNLO fixed-order thrust distribution.

models are shown in Figure 1, where it is clear that the
model with the gluino is systematically worse.

To properly scan over masses, we must specify how
to handle the thresholds. First, consider the total
hadronic cross section, σhad. The exact leading or-
der dependence of σhad on the new particle mass can
be extracted from [28]. For m < µ, the contribution
to the total cross section is proportional to ∆σhad =

α2
s(µ)

(
ρV (m2

Q2 ) + ρR(m2

Q2 ) + 1

4
log(m2

µ2 )
)
, where ρV is the

virtual contribution which vanishes at m = ∞ and ρR

is the real emission contribution which vanishes for m >
Q/2. The explicit log compensates the µ-dependence of
αs and is necessary to have a smooth m → 0 limit. We
will use this exact expression ∆σhad for the new physics
contribution to σhad in Eq. (1), but observe that, as
shown in [28], it is well approximated for 0 < m < Q
by the leading power in m2/Q2. Actually, it is not
clear whether the experiments would have included de-
cay products of real gluinos in their event selection for the
thrust distribution, so in the spirit of providing a model-
independent bound, we allow ∆σhad to scan between 0
and the cross section for ∆nf additional massless fla-
vors. This variation is included in the uncertainty band
described below.

The exact contributions of massive colored states to
the jet, soft, and hard functions are not known, but since
the same loops and real-emission diagrams are relevant
for them as for ∆σhad, it is likely that the result would
be similar to that of ∆σhad. Thus, we assume the leading
power is linear in m2/µ2

h for the hard function, m2/µ2
j for

the jet function, and m2/µ2
s for the soft function. That is,

we take H, j̃ and s̃ to interpolate between the expression
for nf = 5 + ∆nf flavors at m = 0 and nf = 5 flavors
at the relevant threshold. This removes any remaining
discontinuity in the thrust distribution, and should be a
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FIG. 2: Bounds on light colored particles from lep data. The
darker region is completely excluded at 95% confidence. The
lighter region is an uncertainty band including estimates of
various theoretical uncertainties.

good approximation to the (unknown) exact result. In
a similar vein, the matching correction, r(τ) in Eq. (2),
formally takes place at the hard scale Q. However, it
depends on nf and would be discontinuous as m crosses
Q unless the discontinuity is removed by inclusion of ex-
plicit mass corrections. We use an interpolation also lin-
ear in m2/Q2 for this effect. Using this model for the
mass thresholds, in lieu of the exact result, introduces
some theoretical uncertainty. To account for that un-
certainty, we explore some variations of the model and
include the errors in our final bound, as described below.

With this treatment of the threshold effects, the thrust
distribution is smooth and can be compared with the
data for each m and ∆nf . We perform a combined fit to
the aleph [22] and opal [24, 25] data sets from 91.2−206
GeV [26, 27]. The fit regions used are 0.1 < τ < 0.24
for lep 1 , and 0.04 < τ < 0.25 for aleph lep 2 and
0.05 < τ < 0.22 for opal lep 2 . The data are cor-
rected bin-by-bin for hadronization and bottom/charm
mass effects using pythia. We perform a least-squares
fit of the theoretical prediction to the corrected data, us-
ing errors which include both the experimental statistical
errors and the statistical errors of the NNLO fixed-order
calculation, rescaled by 1.5, as described above. For the
standard model, the χ2 is 85.7 for 78 degrees-of-freedom.
For each value of m and ∆nf , we minimize χ2 and com-
pute the maximum likelihood ratio as compared with the
standard model. The resulting 95% C.L. bound is shown
in Figure 2. For ∆nf = 3, the limit is meg > 52.5 GeV.
For a real gluino (with the appropriate group theory fac-
tors differing from ∆nf = 3 at higher orders), the bound
differs by 0.03 GeV.

To account for the theoretical uncertainty, we include
an uncertainty band (the light shaded region in Figure 2).
This subsumes the following variations: (i) Removing
the lowest bins from each data set in the fit. (ii) Not
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Figure 10.2: Scale dependence of the weak mixing angle defined in the MS

scheme [118] (for the scale dependence of the weak mixing angle defined in a
mass-dependent renormalization scheme, see Ref. 119). The minimum of the curve
corresponds to µ = MW , below which we switch to an effective theory with the
W± bosons integrated out, and where the β-function for the weak mixing angle
changes sign. At the location of the W boson mass and each fermion mass there
are also discontinuities arising from scheme dependent matching terms which are
necessary to ensure that the various effective field theories within a given loop
order describe the same physics. However, in the MS scheme these are very small
numerically and barely visible in the figure provided one decouples quarks at
µ = m̂q(m̂q). The width of the curve reflects the theory uncertainty from strong
interaction effects which at low energies is at the level of ±7×10−5 [118]. Following
the estimate [121] of the typical momentum transfer for parity violation experiments
in Cs, the location of the APV data point is given by µ = 2.4 MeV. For NuTeV we
display the updated value from Ref. 120 and chose µ =

√
20 GeV which is about

half-way between the averages of
√

Q2 for ν and ν interactions at NuTeV. The
Tevatron and LHC measurements are strongly dominated by invariant masses of the
final state dilepton pair of O(MZ) and can thus be considered as additional Z pole
data points. For clarity we displayed the Tevatron point horizontally to the left.
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where the numerically small adjustments are discussed in Ref. 76 and include the result
of the γZ-box correction from Ref. 130. E.g., QW (133Cs) is extracted by measuring
experimentally the ratio of the parity violating amplitude, EPNC, to the Stark vector
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decrease by 3.9 (7.4)%, and ↵1 is predicted to increase by 2.7 (5.5)%. If there exist new states

beyond the SM with EW quantum numbers, then the energy dependence of ↵1,2 is modified

at energies above the masses of the new states. In Fig. 1, we also show how the running

is deflected by the presence of a wino or right-handed sleptons, with masses of 200 GeV or

1 TeV. If enough new states are present, the sign of �2 can flip and asymptotic freedom of

↵2 can be lost, as predicted in the Minimal Supersymmetric Standard Model (MSSM).
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FIG. 1: Di↵erential running of EW couplings in the SM (solid) and in the presence of new states
(dashed). We show the fractional change in each coupling relative to its value at MZ , �↵/↵ =
↵i(Q)/↵i(MZ) � 1. A wino is added in the case of SU(2)L, and three right-handed sleptons in the
case of U(1)Y ; both are shown assuming masses of 200 GeV or 1 TeV.

It is clear from Fig. 1 that percent-level measurements of ↵1,2 above MZ are desirable.

The purpose of this paper is to argue that hadron colliders, such as the LHC, can be used to

measure running EW couplings. In order to measure running EW couplings, we can compare

data to theory predictions for processes with cross sections that depend on ↵1,2. To achieve

a high precision measurement, we would like to identify processes that meet three criteria:

1. The process should have a large cross section to produce events with high momentum-

transfer, where the amplitude probes the values of EW couplings at high energy. A

large cross section is necessary for small statistical uncertainties.

2. The process should be under good theoretical control, with minimal uncertainties. At

hadron colliders, these uncertainties are usually dominated by QCD scale and PDF

variation.
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Figure 6.8: Two-loop renormaliza-
tion group evolution of the inverse
gauge couplings α−1

a (Q) in the Stan-
dard Model (dashed lines) and the
MSSM (solid lines). In the MSSM
case, the sparticle masses are treated
as a common threshold varied be-
tween 500 GeV and 1.5 TeV, and
α3(mZ) is varied between 0.117 and
0.121.
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This unification is of course not perfect; α3 tends to be slightly smaller than the common value of
α1(MU ) = α2(MU ) at the point where they meet, which is often taken to be the definition of MU .
However, this small difference can easily be ascribed to threshold corrections due to whatever new
particles exist near MU . Note that MU decreases slightly as the superpartner masses are raised. While
the apparent approximate unification of gauge couplings at MU might be just an accident, it may also
be taken as a strong hint in favor of a grand unified theory (GUT) or superstring models, both of which
can naturally accommodate gauge coupling unification below MP. Furthermore, if this hint is taken
seriously, then we can reasonably expect to be able to apply a similar RG analysis to the other MSSM
couplings and soft masses as well. The next section discusses the form of the necessary RG equations.

6.5 Renormalization Group equations for the MSSM

In order to translate a set of predictions at an input scale into physically meaningful quantities that
describe physics near the electroweak scale, it is necessary to evolve the gauge couplings, superpotential
parameters, and soft terms using their renormalization group (RG) equations. This ensures that the
loop expansions for calculations of observables will not suffer from very large logarithms.

As a technical aside, some care is required in choosing regularization and renormalization procedures
in supersymmetry. The most popular regularization method for computations of radiative corrections
within the Standard Model is dimensional regularization (DREG), in which the number of spacetime
dimensions is continued to d = 4 − 2ϵ. Unfortunately, DREG introduces a spurious violation of su-
persymmetry, because it has a mismatch between the numbers of gauge boson degrees of freedom and
the gaugino degrees of freedom off-shell. This mismatch is only 2ϵ, but can be multiplied by factors
up to 1/ϵn in an n-loop calculation. In DREG, supersymmetric relations between dimensionless cou-
pling constants (“supersymmetric Ward identities”) are therefore not explicitly respected by radiative
corrections involving the finite parts of one-loop graphs and by the divergent parts of two-loop graphs.
Instead, one may use the slightly different scheme known as regularization by dimensional reduction,
or DRED, which does respect supersymmetry [109]. In the DRED method, all momentum integrals
are still performed in d = 4 − 2ϵ dimensions, but the vector index µ on the gauge boson fields Aa

µ

now runs over all 4 dimensions to maintain the match with the gaugino degrees of freedom. Running
couplings are then renormalized using DRED with modified minimal subtraction (DR) rather than
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but the transverse mass, MT , is a suitable variable to probe the large momentum exchange

regime of the cross section. For the massless dilepton final state, MT is defined as

M2
T = 2(pT ` pT⌫ � ~pT ` · ~pT⌫) , (9)

where ~pT⌫ = /~ET is the MET in the event. The distribution of MT has an endpoint at

M`⌫ , with MT  M`⌫ , but peaks near the endpoint at values close to M`⌫ . Therefore the

di↵erential cross sections, which at LO depend only on ↵2,

d�

dMT

(pp ! W ⇤ ! `⌫) ⌘
Z 1

MT

dM`⌫
d�W ±

dMT dM`⌫

�
↵2(M`⌫)

�

=
d�W ±

dMT

(10)

provide direct sensitivity to the electroweak couplings at a scale which is at least MT . We

note also that because of this simple ↵-dependence, rescaling the cross section within a given

bin of M`⌫ according to varying beta functions faces none of the subtleties present in the

neutral current case; the only distinction is that the rescaling e↵ects must be mapped from

M`⌫ to MT .

The pp ! W ⇤ ! `⌫ cross sections are measured with acceptance cuts on the final state

charged lepton and the MET in the event to select high resolution events. For our studies

we will use the same acceptance cuts on the final state charged lepton as in the Z/� process

defined in Eq. (5). Because we are looking at MT values above the weak scale, the MET value

will nearly always pass any nominal acceptance cuts (similarly, the charged lepton will almost

always easily pass its pT cut), and so we do not place any MET cut. The e�ciency to pass

the acceptance cuts is O(70%) and quickly saturates to 1 as MT increases. In Fig. 6 we show

the expected number of events passing acceptance cuts in bins of MT for pp ! W ⇤ ! `⌫,

for a set of benchmark luminosities and center of mass energies.

C. Theory Predictions

The Drell-Yan processes are among the most thoroughly-studied and well-understood at

hadron colliders. The most important theory ingredients in accurately calculating the cross

section are fixed-order QCD and EW corrections and precise determinations of the parton

distribution functions (PDFs). The QCD and EW corrections have been determined at

NNLO (see Refs. [16–22]) and NLO (see Refs. [23–28] and Refs. [29–34]) respectively, and

PDFs have been fit through NNLO. Although the QCD corrections have been computed

to higher order, and have larger scale uncertainties, in the high-mass regime of the cross
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5.2 Double-differential cross section d2s/dm d|y| measurement

The result of the double-differential cross section measurement for the dimuon channel is pre-
sented as the following ratio:

Rij
pre-FSR, det =

Nij
u

eijrij

,
Nnorm

u
enormrnorm . (19)

The quantities Nij
u , eij, rij are defined in a given bin (i, j), with i corresponding to the binning

in invariant mass, and j corresponding to the binning in absolute rapidity; Nnorm
u , enorm, and
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Figure 3: Measured differential cross-section at the Born level within the fiducial region (electron pT > 25 GeV and |η| < 2.5) with statistical,
systematic, and combined statistical and systematic (total) uncertainties, excluding the 1.8% uncertainty on the luminosity. The measurement
is compared to FEWZ 3.1 calculations at NNLO QCD with NLO electroweak corrections using the Gµ electroweak parameter scheme. The
predictions include an additional small correction from single-boson production in which the final-state charged lepton radiates a real W or
Z boson. On the left, in the upper ratio plot, the photon-induced (PI) corrections have been added to the predictions obtained from the
MSTW2008, HERAPDF1.5, CT10, ABM11 and NNPDF2.3 NNLO PDFs, and for the MSTW2008 prediction the total uncertainty band arising from the
PDF, αs, renormalisation and factorisation scale, and photon-induced uncertainties is drawn. The lower ratio plot shows the influence of the
photon-induced corrections on the MSTW2008 prediction, the uncertainty band including only the PDF, αs and scale uncertainties. On the
right, the results are shown for a restricted range of mee.

Austria; ANAS, Azerbaijan; SSTC, Belarus; CNPq and
FAPESP, Brazil; NSERC, NRC and CFI, Canada; CERN;
CONICYT, Chile; CAS, MOST and NSFC, China; COL-
CIENCIAS, Colombia; MSMT CR, MPO CR and VSC
CR, Czech Republic; DNRF, DNSRC and Lundbeck Foun-
dation, Denmark; EPLANET, ERC and NSRF, European
Union; IN2P3-CNRS, CEA-DSM/IRFU, France; GNSF,
Georgia; BMBF, DFG, HGF, MPG and AvH Founda-
tion, Germany; GSRT and NSRF, Greece; ISF, MIN-
ERVA, GIF, DIP and Benoziyo Center, Israel; INFN,
Italy; MEXT and JSPS, Japan; CNRST, Morocco; FOM
and NWO, Netherlands; BRF and RCN, Norway; MNiSW,
Poland; GRICES and FCT, Portugal; MERYS (MECTS),
Romania; MES of Russia and ROSATOM, Russian Fed-
eration; JINR; MSTD, Serbia; MSSR, Slovakia; ARRS
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has provided a breakdown of the uncertainties in each bin modeled approximately as either

fully uncorrelated with other bins or fully correlated across all bins [86]. Fig. 8 displays the

ATLAS 7 TeV breakdown of uncertainties for each invariant mass bin.

In conjunction with theoretical uncertainties previously discussed, having background and

experimental systematics under control is essential in obtaining sensitivity to the running

of the electroweak couplings in Drell-Yan measurements. Is it beyond the scope of this

work to attempt to model all sources of experimental uncertainties, some of which depend

on undetermined collider specifications and technology. In our sensitivity projections for

8, 14 and 100 TeV, we take the Drell-Yan systematic uncertainties at 7 TeV as a proxy for

the order of magnitude of experimental systematics that we expect to be present in future

measurements. In particular, we include a flat, 1% uncorrelated systematic uncertainty

in all bins when deriving expected limits and projections (unless otherwise specified). We

also adopt a conservative statistical procedure by floating the normalization of the Drell-

Yan distribution and fitting only to its shape, e↵ectively dropping the impact of correlated

systematics in our expected reach estimates. Moreover, we derive our limits using Drell-Yan

distributions over logarithmically spaced mass bins, which should make our conclusions less

dependent on resolution degradation at very high transverse momentum.

In addition to our assumption of systematic uncertanties being under control, we need

to check that the dominant irreducible backgrounds at 14 and 100 TeV can be subtracted

19

310

 [p
b/

G
eV

] (
Bo

rn
)

ee
dm
σd

-610

-510

-410

-310

-210

-110
Data
Sys. uncertainty

Total uncertainty

ATLAS

-1 L dt = 4.9 fb∫ = 7 TeV,  s
| < 2.5η > 25 GeV, |

T
electron p
1.8 % luminosity uncertainty not included

116 1500

 [GeV]eem

200 300 400 1000

Th
eo

ry
/D

at
a

0.6
0.8

1
1.2
1.4

 [GeV]eem

200 300 400 1000

Th
eo

ry
/D

at
a

0.6
0.8

1
1.2
1.4

) + scale + PI unc.sαMSTW2008 with 68% CL (PDF +   

MSTW2008 w/o PI corrections

) + scale unc.sαMSTW2008 with 68% CL (PDF +   

HERAPDF1.5 CT10 ABM11 NNPDF2.3
 [p

b/
G

eV
] (

Bo
rn

)
ee

dm
σd

-410

-310

-210

-110 Data
Sys. uncertainty

Total uncertainty

ATLAS

-1 L dt = 4.9 fb∫ = 7 TeV,  s
| < 2.5η > 25 GeV, |

T
electron p
1.8 % luminosity uncertainty not included

 < 500 GeVee116 GeV < m

116

 [GeV]eem

200 300 400 500

Th
eo

ry
/D

at
a

0.9

1

1.1
) + scale + PI unc.sαMSTW2008 with 68% CL (PDF +   

HERAPDF1.5 CT10 ABM11 NNPDF2.3

Figure 3: Measured differential cross-section at the Born level within the fiducial region (electron pT > 25 GeV and |η| < 2.5) with statistical,
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predictions include an additional small correction from single-boson production in which the final-state charged lepton radiates a real W or
Z boson. On the left, in the upper ratio plot, the photon-induced (PI) corrections have been added to the predictions obtained from the
MSTW2008, HERAPDF1.5, CT10, ABM11 and NNPDF2.3 NNLO PDFs, and for the MSTW2008 prediction the total uncertainty band arising from the
PDF, αs, renormalisation and factorisation scale, and photon-induced uncertainties is drawn. The lower ratio plot shows the influence of the
photon-induced corrections on the MSTW2008 prediction, the uncertainty band including only the PDF, αs and scale uncertainties. On the
right, the results are shown for a restricted range of mee.
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[13] T. Sjöstrand, S. Mrenna and P. Skands, JHEP 0605 (2006) 026

[arXiv:hep–ph/0603175].

7



technical specs

what we include:

to do:

•    current PDF uncertainties (NNPDF2.3) 

•    NNLO QCD scale uncertainty 

•    new states @ LO EW ( α1,2(mll), leading log )

•    new states @ NLO EW  

•    EW logs
(in progress Alves, Galloway, Li, Petriello, JTR, Walsh)
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FIG. 6: On the left, the expected number of events per bin for pp ! W ⇤ ! `⌫ with nominal
acceptance cuts on the final state charged lepton, for various center of mass energies and bench-
mark luminosities. On the right, the corresponding statistical uncertainty in each bin for each
energy/luminosity combination. The NNLO QCD cross section is used.

section the EW corrections can make numerically important contributions from EW Sudakov

logarithms and photon-initiated production of `+`�.

To study the NNLO QCD and NLO EW corrections, we use the DYNNLO and FEWZ gen-

erators [19–22, 65, 66], both of which can evaluate fully exclusive Drell-Yan cross sections

through NNLO in QCD. FEWZ additionally includes the NLO EW corrections for neu-

tral current Drell-Yan, specifically the contributions from virtual W s and Zs as well as

virtual and real QED corrections. These corrections can be substantial in the high mass

regime of the cross section, and understanding these corrections is important for having

control over the theoretical uncertainties. In Fig. 7, we plot the higher order QCD and EW

fractional corrections to the LO neutral current cross section. To evaluate these contribu-

tions, the NNPDF 2.3 NNLO PDF sets with and without QED corrections were used, with

↵s(MZ) = 0.119 [67, 68].

In the case of QCD, the dominant contributions are coming from the NLO corrections.

The full NNLO cross section is well controlled with uncertainties in the O(1 � 2%) range,

except at the largest invariant masses where statistical uncertainties dominate. As we will

see, this uncertainty is of the same order as the PDF uncertainty, and the two comprise the

largest theoretical uncertainties on the cross section.

The EW corrections are more subtle. It is well known that electroweak Sudakov log-

arithms exist due to exclusive constraints on the EW final state (see, e.g., Refs. [69–71],

relevant to the Drell-Yan process), and exist even in inclusive cross sections due to the fact

that the initial states that are not electroweak singlets [72–75]. The form of these logarithms,

14

scale, which we make here, is the invariant mass of the dilepton pair, M``. Therefore the

di↵erential cross section, making the LO coupling dependence explicit,

d�

dM``

(pp ! Z⇤/�⇤ ! `+`�) ⌘ d�Z/�

dM``

�
↵1,2(M``)

�
(4)

provides direct sensitivity to the electroweak couplings at M``.

The pp ! Z⇤/�⇤ ! `+`� cross section is measured with acceptance cuts designed to

select only those events with a high resolution dileptonic final state. Typically this involves

a minimum pT cut and a pseudorapidity cut on each lepton to select central, high pT leptons

that can be cleanly identified. For our studies we will define simple acceptance cuts of

pT ` > 25 GeV , |⌘`| < 2.5 . (5)

The e�ciency to pass these cuts is O(50%) around the weak scale and goes to 1 at large M``.

In Fig. 5 we show the expected number of events passing these acceptance cuts in bins of M``

for pp ! Z⇤/�⇤ ! `+`�, for a set of benchmark luminosities and center of mass energies.

The di↵erential cross section for this process is sensitive3 to both ↵1 and ↵2. In order to

probe this two-dimensional space in an e�cient way, it is convenient to consider rescaling
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FIG. 5: On the left, the expected number of events per bin for pp ! Z⇤/�⇤ ! `+`� with nom-
inal acceptance cuts on the final state leptons, for various center of mass energies and bench-
mark luminosities. On the right, the corresponding statistical uncertainty in each bin for each
energy/luminosity combination. The NNLO QCD cross section is used.

3 A more exclusive cross section, such as one also di↵erential in the positively charged lepton rapidity, may

be used to di↵erentiate between the ↵1 and ↵2 dependence.
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FIG. 9: Uncertainties in the dilepton invariant mass spectrum of neutral current DY at 14 TeV (left)
and 100 TeV (right). The statistical (red) and theoretical uncertainties - PDF (orange) and scale
(yellow) - are obtained at fixed order NNLO with NNPDF2.3. Uncertainties from tt̄ (dark blue)
and WW (light blue) backgrounds are assumed to be dominated by statistics in the e±µ⌥ control
region. At 14 TeV, background uncertainties are shown for 300 fb�1, while statistical uncertainties
are shown for 300 fb�1(solid red) and 3000 fb�1(dotted red).

without introducing larger than percent-level uncertainties. We have done this with MC sim-

ulations of parton-level tt̄ and WW events that contribute to Drell-Yan final states. Diboson

and tt̄ contribute to `+`� final states when the tops/W ’s decay to same-flavor leptons. Their

contribution, however, can be measured in control regions with opposite sign and opposite

flavor (OSOF) lepton pairs (i.e., e+µ� and e�µ+), and subtracted from the signal region.

We assume that statistical uncertainties in OSOF measurements dominate this background

subtraction, and display their contribution to Z⇤/�⇤ uncertainties at 14 and 100 TeV in

Fig. 9. We also show the Drell-Yan statistical and theoretical uncertainties. Both at 14 TeV

and 100 TeV these irreducible backgrounds are negligible in the region of interest, and only

become & O(1%) where the statistical uncertainties are dominant and degrade sensitivity.

Semi-leptonic tt̄ and WW events should not contribute substantially to high transverse

mass W ⇤ Drell-Yan, since the lepton and missing energy (neutrino) originate from an on-

shell W . However, dileptonic tt̄ and WW events do contribute to high mT bins when one

of the leptons is missed (for instance when it falls out of acceptance). We have found that

contamination from WW background events is small both at 14 and 100 TeV (1 – 2%

for mT . 500 GeV) and can be safely subtracted. The contribution from tt̄, however, is

comparable to the signal, as displayed by the dashed lines in Fig. 11. At 14 TeV, the tt̄

contamination to W ⇤ Drell-Yan is as large as O(10%) for mT . 400 GeV, and at 100 TeV it

is O(1) for mT . 500 GeV. Tagging b-jets should be a safe way to suppress tt̄ backgrounds

20
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the projected reach with 8 TeV data is shown in purple. The SM prediction is given by a black
dot.

A. Constraining ↵(Q)

The measurement of the Z⇤/�⇤ Drell-Yan cross section at an invariant mass bin centered

around Q = M`` is a direct probe of the values of ↵1 and ↵2 at scale Q. As explained in

Sec. III A, we have inferred how the neutral current Drell-Yan cross section �Z⇤/�⇤(Q) scales

with the electroweak gauge couplings (at leading order in those couplings). This allows us to

place a limit on the deviation of ↵1,2(Q) from their values at MZ , ↵1,2(MZ). In order to factor

out correlated systematic uncertainties, we can fit the ratio �(Q)/�(Q0), with �(Q0) being

the cross section in the first invariant mass bin above MZ , where the logarithmic running of

↵1,2 can be neglected. This is most straightforwardly implemented in the profile likelihood

method described in Appendix D by including two bins only, at Q0 and Q, and treating the

relative normalization of their cross sections as a nuisance parameter.

In Fig. 12, we use existing 7 TeV Z⇤/�⇤ Drell-Yan measurements at the LHC [35, 36] to

place constraints on ↵1 and ↵2 at Q = 275 GeV and at Q = 295 GeV using ATLAS and

CMS data, respectively. (The slight di↵erence in Q is due to di↵erent invariant mass binning

between ATLAS and CMS.) CMS has made public their 8 TeV measurements of the neutral

24

Drell-Yan di↵erential cross section [37], but not the associated experimental uncertainties

and their correlations. Without such information we cannot estimate existing 8 TeV limits

on ↵1,2, so in Fig. 12 we display the expected 8 TeV improvement on the measurement of

↵1,2 at Q = 275 GeV and 295 GeV. Fig. 13 displays the expected sensitivity on ↵1,2(Q) at

an intermediate scale (Q = 825 GeV) and a high scale (Q = 2.5 TeV).

It is clear from Figs. 12 and 13 that �Z⇤/�⇤(Q) is only sensitive to a combination of ↵1 and

↵2 at the scale Q. Measurements of W ⇤ Drell-Yan will break this degeneracy since �W ⇤(Q)

depends to leading order on only ↵2. This cannot be done, however, without further assump-

tions on the full scale dependence of ↵2, since the transverse mass bins receive contributions

from all W ⇤ processes with mW ⇤ � mT , so deviations of ↵2 at higher scales Q0 > Q a↵ect

the cross section at mT ⇠ Q.

Besides placing simultaneous limits on ↵1 and ↵2, one can assume that ↵1 runs as predicted

in the Standard Model, and use the neutral current Drell-Yan measurements to constrain

the running of ↵2. Fig. 14 shows the expected bin-by-bin sensitivity on ↵2 for two decades in

energy, 100 GeV . Q . 10 TeV. For invariant mass bins below ⇠ 400 GeV, measurements
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FIG. 13: Projections of the reach to fit to ↵1,2(Q) with future Z⇤/�⇤ measurements, with Q =
825 GeV (2.5 TeV) on the left (right). On the left, purple (green) show the 1� reach from 8 (14)
TeV running with a luminosity of 20 (300) fb�1. On the right, green (orange) show the 1� reach at
14 (100) TeV. Light (dark) green assumes a luminosity of 300 (3000) fb�1 and the 100 TeV reach
assumes a luminosity of 3000 fb�1. The SM prediction is given by a black dot.
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(solid,black) is well-separated from the case that ↵2 does not run above MZ (dashed, black).

at
p

s = 14 and 100 TeV do not lead to a substantial improvement in sensitivity over

8 TeV because in that range PDF and uncorrelated systematic uncertainties are the limiting

sensitivity factors. Above Q ⇠ 400 GeV, statistical uncertainties become dominant in 8 TeV

Drell-Yan, so the higher statistics at 14 TeV leads to an improvement in reach. Similarly,

measurements at
p

s = 100 TeV only supersede those at 14 TeV for Q & 1 TeV. Our

projections indicate that there is sensitivity to discriminate the SM running of ↵2 from no

running, and it should be possible to determine the sign of the SU(2)L beta function with

high significance (as we will discuss shortly).

At the time of the writing of this paper, no Standard Model analyses of high-transverse

mass W ⇤ Drell-Yan have been made public. ATLAS and CMS have looked at the high

transverse mass distribution of final states with a lepton and missing transverse energy

(MET) in Beyond the Standard Model (BSM) searches for W 0 particles [92–95], but just as

for the 8 TeV neutral Drell-Yan results, not enough information is publicly available for us to

estimate existing limits on the running of the electroweak couplings with `±+MET data (in

particular, the correlation matrix for errors on the transverse mass spectrum across di↵erent

bins would be necessary).
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B. Constraining New Physics Scenarios

In the previous section we discussed how to constrain ↵1,2 at a given scale Q by measuring

the neutral current Drell-Yan cross section at a bin centered around Q. When constraining

BSM scenarios that modify the running of the electroweak couplings, however, the strongest

exclusions come from combining all bins, both in Z⇤/�⇤ and W ⇤ measurements. In this

section the projections we will derive will be of that sort: given a prediction for the running

of ↵1,2, we will estimate its exclusion at 8, 14 and 100 TeV colliders from the entire high mass

Drell-Yan distribution, assuming that observations are consistent with the running predicted

in the Standard Model. Since we are using the leading order EW coupling dependence to

derive the limits on BSM scenarios, the reach curves we show are sensitive to the scale choice

for the couplings. Our limits show the potential reach, but we leave a full study of NLO EW

e↵ects with new physics to future work; see Appendix E.

We indicated in Sec. VA that the sign of the SU(2)L beta function could be well measured

in Drell-Yan distributions. In Fig. 15 we show the significance with which future measure-

ments can exclude the hypothesis no running of the SU(2)L gauge coupling as a function
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Figure 1: The mass reach in the pure wino scenario in the monojet channel with L =

3000 fb�1 for the 14 TeV LHC (blue) and a 100 TeV proton-proton collider (red). The

bands are generated by varying the background systematics between 1 � 2% and the signal

systematic uncertainty is set to 10%.

For reference, ignoring all systematics, at 14 TeV winos could be excluded at m�̃ ⇠
530 GeV and discovered at m�̃ ⇠ 380 GeV. At 100 TeV the exclusion reach would be

m�̃ ⇠ 1.8 TeV and the discovery reach would be m�̃ ⇠ 1.0 TeV.
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Figure 2: Chargino track distributions for the pure wino scenario showing the number of

tracks for a given track length (left) and the number of tracks for a given wino mass (right).

Only events passing the analysis cuts in App. A and containing at least one chargino track

with pT > 500 GeV are considered.

As mentioned, in the pure wino scenario, the mass splitting between the chargino and

neutralino is generated by loop e↵ects. The value of the splitting has been calculated at two-

loops to be � = 164.6 MeV in the large mass limit [83], though the mass splitting varies very
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FIG. 19: W ⇤ expected exclusion (in standard deviations) as a function of mass for various SU(2)L

representations. Right: Sensitivity is shown at 100 TeV and LHC+100 TeV for a pair of Higgsinos
(blue), a wino (red) and a 5-plet of SU(2)L (green). Left: Sensitivity to the MSSM running of
SU(2)L is shown at 14, 100 and LHC+100 TeV assuming that the contribution from all SU(2)L-
states enter at the same mass, M .

The left plot displays expected limits for a fermionic triplet (wino), a pair of fermionic

doublets (Higgsinos), and a fermionic quintuplet of SU(2)L. While the former two appear

in the context of supersymmetry, the later is motivated by minimal dark matter (MDM)

scenarios [38]. On the right plot, the sensitivity is shown for the MSSM running of ↵2,

assuming for the sake of illustration that the contribution to �b2 from all SU(2)L states

enter at the same mass threshold, M . The projections are shown as expected exclusion (in

number of standard deviations) versus mass. The left plot shows the reach for 100 TeV and

the LHC+100 TeV combination, as well as the improved LHC+100 TeV reach when PDF

uncertainties can be neglected. Note, in particular, that a wino with mass . 1.3 TeV could

be excluded at 2� with combined LHC+100 TeV Drell-Yan data. That is competitive with

reach projections from monojet searches at 100 TeV [49], but less sensitive than (the more

model-dependent) searches for disappearing tracks. While a thermal MDM quintuplet (m5 ⇠
5 TeV) may be marginally excluded with combined LHC+100 TeV Drell-Yan data, the reach

for Higgsinos is modest, mH̃ . 600 GeV, and requires a reduction of PDF uncertainties to

negligible levels. The right plot displays the expected reach to the MSSM running for 14 TeV,

100 TeV, and the LHC+100 TeV combination assuming present as well as negligible PDF

uncertainties. In particular, with this simplified (but conservative) spectrum hypothesis, the
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3.  measuring other running parameters? 
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event-by-event scale choice is ambiguous:

↵3(s)

↵3(t)

q̄

q

q̄

g

g

q

q̄

running α3 at 100 TeV

q

M ⇠ 1

s

M ⇠ 1

t



running α3 at 100 TeV

q

q̄

t

t̄

↵3(Mtt)

10.05.02.0 20.03.01.5 15.07.010

100

1000

104

105

106

Mtt @TeVD

N e
ve
nt
s
êbin

s = 100 TeV
L = 3000 fb-1

dsês = 1%

dsês = 10%

�tt̄VISR

Galloway, JTR, Schwaller, 
Stolarski, Walsh

(ISR W/Z tagging)
W,Z



other running parameters @ 100 TeV?
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take away

• running EW couplings can be measured using 
Drell-Yan now at the LHC and a 100 TeV collider 

• other running parameters should be explored 
at 100 TeV

• model-independent limits on EW states await 

ex: α3(Q) from ttVISR   


