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Disclaimer

- The numbers presented here are extracted from several
sources, not necessary the most up to date

- | focused just on LHC experiments for the fast simulation
part, partially due to missing the time to extend my search
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Outlook: (fast) simulation trends

- Simulation@LHC startup

- Ramping up challenges

- Flavors of fast simulation

- Fast simulation in experiments
- Frameworks, integration, trends
- Summary |
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Outlook: GeantV challenges

- The project

- Particle scheduling concept & challenges

- Optimizing geometry and physics computation
- User access to low level optimizations

- Crossbreeding slow and fast

- Roadmap and challenges
- Summary |l



Simulation@LHC startup

- Excellent validation for the simulation
frameworks on most observables

- State of the art GEANT4 physics
- A big (but challenging)

success 04r<= Phys.Rev.Lett105.252
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The need for simulated samples

Simulation indispensable in the experiment's design phase
- Simplified setup, good physics modeling
- Detector R&D — detailed simulation
Large samples are generally needed to reduce systematic errors

In the study of rare signals, large-statistics samples are needed
- Detailed simulation becomes prohibitive to get significant signal
- Simulate signal events and merge with sampled background
- Use background parameterizations

Time and resources becoming limiting factors

Harrington, 2" LPCC __Giammanco,
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Run1 simulation - a CPU challenge

ATLAS GRID CPU utilization

- ATLAS: several billion events/year (~1/2 gridsmsier
resources)

- Aiming for 1/1 ratio (1/3 full + 2/3 fast)

- Last MC production (~7 Billion events) managed the
opposite

Up to 6 minutes/event MB, largely dominated by
calorimetry

- CMS: several billion events/year

- ~20-100 sec/event full, ~1 sec/event fast
- LHCDb: few billion events produced LHCb GRID usage 2013 2016
- 100/1 (rare signals) 1/100 (rest) Sim 64.5% | 63%
- Simulation time: 1 min-1 hour/event range User 20.2% | 8%
- Digitization: less than 1% of transport Rest (str, repro, 15.3% | 29%
- ALICE: ~1 Billion simulated events (full) rec)
- Taking more than 50% of GRID resources ALICE MC events per year

- p-p at ~60s/event, Pb-Pb MB at ~ 10 min/event 2010 2011 2012 2013
+ Transport and generation: 70% (mostly ZDC) -----

- Digitization: 30% (mostly TPC — ExB, diffusion)
-----

MC Reconstruction

Group Production

User Analysis Other




The LHC “pressure”

- Number of collisions The LHC Timeline
INcreasing ]
. 2 2009 < LHC startup, Vs =900 GeV
3-5x for Run 2 - —
- 10x for Run 3 2011 \Vs=7~8 TeV, L=6x10% em2 s, bunch spacing 50 ns
- 100x for HL-LHC 2012 ~20-25 fiy"

° Increase |n energy and p|leup 03 \— Go to design energy, nominal luminosity
- Non-negligible impact in

[ [ . ms
simulation time 2016 Vs=13~14 TeV, L~1x10% cm s, bunch spacing 25
2017 i ~75-100 b
Hildreth, lvanchenko — CHEP13 2018 LS2 \— Injector and LHC Phase-1 upgrade to ultimate design luminosity
Process [ 8TeV | 14TeV 2019
MinBias 19 3s 21 5s 2020 Vs=14 TeV, L~2x10* cm™ 5!, bunch spacing 25 ns
111% 2021 . ~350 fb-!
7—e+e- 50.9s 116 9s 2022 183 . HL-LHC Phase-2 upgrade, IR, crab cavities?

230% nes [
ttbar 87.1s 115.8s o Vs=14 TeV, L=5x10% cm? s°!, luminosity leveling 3000 fb"
133%

« Assuming the same ratio simulated/data, we have a potential
problem...
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Fast Simulation — taking the shortcut

R Harrlngton 2nd LPCC

m T T T T T T T T
8_ 1600_ATLAS Prellmlnary

- Compensate the lack of time and 2 14005-Dala 2010, V57 ToV. a0 pb

E Z—>ee
£ 1200 o Data

resources to produce MC % oo 582 rowoeo. 47
samples by a faster approach - “H

- Increase in throughput of O(10-100)

- Fast simulation is an option for SR o ok 0B
many analyses Energy ratio Ry ina An X A¢ = 3 X T cells cluster
with respect to a 7 X 7 cells cluster size in the bulk EM
- Price: physics performance, to be calorimeter layer 2
considered case by case FastSim |m
A.Giammanco, CHEP 2013 FullSim = e

e s ----<fE
107

Detector S|mulat|on same as no PU

_____G

| H
Reconstruction I S S S T S T R 7 R T T
EcallsoSum, cone 0.4 (GeV)




A plethora of FastSim approaches

Replacing totally or partially detailed simulation components with
parameterizations or pre-generated samples.

Parameterizations smearing from generator level

Such as PGS or DELPHES - generic, or ATLFAST-I, CMSJET, ALICE standalone
parametric simulation - specific

Re-using events (full sim or data) — library approach

Embedding signal into background simulations, or merging simulation on data
background (e.g in ALICE simulation framework)

ﬁ_?lp_)'lae\lgi)ng costly physics objects with pre-simulated ones (e.g. Frozen Showers in

Alternative approaches — any combinations of the following
Selective parameterizations (material/interaction), filtering on different criteria
Fast reconstruction geometry replacing full geometry selectively
Fast tracking

Combining simulations at different stages (slow+fast)
CMS FastSim, ATLFAST2
Framework approaches

Sequence of fast/slow simulation with fast/slow tracking + fast/slow digitization
Combining GEANT & fast modules in a single session
“Slow” simulation toolkit as a component
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Flavors overview Generators

Any Particles
[ ;22:&23 Simulation
g parametrc Digitization
K (59”322;'?‘2; Library (reuse) Reconstruction
Tracks v

Alternative Framework

approaches (FastSim +
(combinatio FastTrk +

ns) FastDigi)

Physics performance
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Full parametric FastSim

Used in general for TDR phase, good in describing bulk effects of
the detector on reconstructed particle observables, very fast,
suitable for generating large statistics background samples, not very

used in analysis
- PGS, Delphes
- Parameterization of detector efficiencies and resolution
- Generic detector: tracking system (mag. field), calorimeters,
muon system
- ATLFAST-I
- Parameterizing kinematics w/o most detector effects
- Smearing based on measured detector resolutions (generally
Pt, eta, for particles and jets)
- Early need for better describing realistic reco. efficiencies,
specializing per track

- CMSJET

- FORTRAN code parameterizing on jet observables
- Not used anymore since ~2005. Too rough even for the TDR

- ALICE full parametric simulation
- Early physics performance studies

ALICE full parametric

=
=

I

AliStack

—aimuation

TParticle

AliFastDetector

I.N

w““

AliFastDetector

0.N

AliFastResponse
(Efficiency)

AliFastResponse
(Resolution)
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Combined parametric detector simulation

- Low level parameterization of material effects per track
- No “microscopic” track propagation
- No full parameterization smear at generator level
- Generation of low level tracking objects (hits, digits,
clusters
- Applying detector response via “digitizers”
- In the same way as for full simulation
- Combining optionally with fast tracking modules
- Replacing normal seeding with MC truth

- Examples: CMS FastSim, Atlfast2(F)



I I T I I I I I
om m m 3m 4m 5m 6m 7m

CMS FastSim |

- Point-like approach to simulate pnShoV

material effects when crossing a o /&

layer ( MMt
- Several types of interactions considerBremsstr

Y conversmn msc e

Key:

- Simplified reconstruction geometryon.zat.qﬂ nuclear T/
- Connected cylindrical geometry + dea
module map
- Detailed magnetic field map l Fu"T_rackerradiosraphv | FullSim vs. FastSim tomography
+ SimHits -> RecHits =il ==
- Smearing modules (CMSSWS5) e—— ||l|||lll|||li|llll|lig1 Illl I’II |||l
- Digitizers as in FullSim (CMSSW6) oy (T
oo ||!'"||'“|f' LR LT
I == [EEIT
- FastTracking h

- Seeding efficiency from MC truth e P " e ™
- No fake tracks... =~ |
- Track fitting, selection as in real tracking

Performing FastSim + FastTracking
in the same job

CMS Preliminary,\'s=7 TeV
— — — -

04—

°
Number of Tracks / 0.1
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i Muon Spectrometer
et Geant4

AtlFast I (F)

- Uses parameterization of calorimeter
cell response to duplicate longitudinal
and lateral energy profiles using a fine
E/r] grid

- High momentum e*, y,

- Particle energy response, energy fractions
in calo layers with fluctuations and
correlations, average lateral shape

- Lateral shower shape fluctuations, particle
decays and leakage to muon spectrometer
— planned to be addressed for Run2

- Combined with full GEANT4 for the

rest Sample | Full G4 Fast G4  Atlfast2
- Including Frozen Showers for low energies Minimum bias 551 246 31.2
- AtlFast Il : ~20x faster than GEANT4 tt | 1990 757 101
R zAtIFast2F ~1 OOx faster than GEANT4 Jets | 2640 832 93.6
R s st Photons + jets 2850 639 71.4
E W* s etv. | 1150 447 55.1
- W+ & utu, 1030 438 57.0
EE Heavy ion 56k 21.7k 3050

aoof- Simujation times in kSI12K seconds

o TS000 E=TeTeore S oo 000
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LHCb simulation
betwoon all
Event model / Physics event modep _applications

StrippedDST

- No fast simulation for transport so far

- Most physics require full simulation _ HepMC - _RawData
- Several performance enhancements
- transport cuts in calorimeters
- low energy background parameterizations
for muons system
- Work in progress to implement fast  wmcr
simulations

- Available simulations are limiting some
analysis

- FullSim for signal only

Digitization
mchits \_Boole
- 66 sec/event -> 3 sec/event

Not simulating CALO for out-of-time events ¢
= (veto emoty. events)

- Generic samples for trigger studies and
specific background determination LS

Reconstruction) ,/
Brunel

5
2%
&g
LY
(U]

- Fast MC would allow generating enough

for some physics analysis Vertex Smearing

Tring Moaltor: Woumes Generation ->

G4 Primary Vertex
wlid w0l
Hemt w1
.Wgmt C 00
whRxhe #l

-----

Ceﬂonmeters + RICH
detectors ~80%
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ALICE: Fast simulation as “analysis”

AliFastSimulationTask

- Possibility to integrate fast
parameterizations at generator level =, *J[
with the ALICE analysis framework

- Analysis task becoming a fast simulation T T o [
task B x
- Acess to full kKinematics, possibly update e Hvwmm AIMCPatice

- Output directly AOD objects

AliAnalysisTask

. . O
- ALICE is using VMC to abstract the | | .
S I OW SI m u |at| O n e n g I n e AliAODHandler AliMCEventHandler e e

- Code independent on MC

- Extension for fast simulation being
brainstormed (using a virtual dispatcher) e —

- Would allow combinations of full/fast

- Full after Fast: AF module processing
kinematics event and injecting tracks into
FullSim stack

- Fast after full: Tracks stopped by the
dispatcher during full simulation and injected
into FastSim modules

VMC possible extension to support
FastSim
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Frameworks/extensmns ATLAS VFS

 Fast Detector
Simulation

EVGEN » DI3PD/HIST

- VFS = Very Fast Simulation
- Fast simulation, Fast digitisation and Fast reconstruction in the same job
- No intermediate files, no extra job overhead
- Performance-oriented solution: estimated 5-10 sec/event
+ Getting dxAODs or D3PDs for analysis in one go
- Digitization time dominated by ID, scaling linearly with pile-up

- Fast Pile-Up: using in-time PU to model out-of-time PU using detector weights
(1.4x for TRT, 2x for calorimeter)

- Reconstruction dominated by pattern recognition, track seeding and
ambiguity treatment

- Seeding using truth information

ADC Counts

TR

aa e i e e e e i

g
A
o
)

Can be removed or
combined with the
ATLAS slide



From VFS to ISF
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- Mixing full and fast simulation  The nutshell ISF vision

within each physics event

- For most analyses, high precision

is needed only for some particles
and regions
- Technically intermix with
GEANT4 by controlling its
stack of particles

- Filtering geometrically by detector

module
- Filtering by particle flavor
- Sending particle to the

appropriate simulation service, full

or fast

- All the benefits of an integrated

approach
- Reduced 1/O, faster coupling

- With an extra advantage in
generality

DefaultFlavorCalo:

DefaultFlavoriD:

. usefastMC -
FlavorFilterID: ; s
“roundsecion” 3 (.
: FlavorFilter:
) ‘ process |
FIavorFlltgr!D: with full MC
use full within ||

jet containing b-
hadron

Can this generality be pushed
upstream into the Sta@ simulation
engine?



GEANT4 & FastSim

M. Verderi — GEANT4 " are indicated i be oo S
User’s workshop, SLAC ' S
2002 G4FastSimulationManager
«  GEANT4 HAS a mechanism Placements P
to allow using user-defined
fast simulation models per e e e e
envelope since like ever looks for a G4FastSimulationManager.

. o If one exists, at the beginnig of each

— Looks to prOVIde all elements step in the envelope, the models are
tO CrOSSbreed FaSt and FU" _ messaged to check for a trigger.
simulations in a framework

* In case a trigger is issued, the model
is applied at the point the G4track is.

G4FastSimulationManagerProcess + Otherwise, the tracking proceeds with

- CMS is uses this concept of envelope for their GFlash custom
parameterization
- ATLAS implemented handover mechanisms from full to fast more
flexible than region-based
- FastCaloSim triggered by pions in the outer part of the inner tracker
- Regions of interest: cone arround the interesting particle

- Feeding this experience back into GEANT4 is important



Summary |

CPU in Run1 was dominated by MC productions
GEANT4 physics robustness was a major ingredient for the success
Many physics analyses in Run1 limited by the available MC statistics
Fast simulation was an important booster for simulated samples
It will become indispensable with the LHC increase in luminosity and pile-up
LHC experiments exploring a wide range of FastSim approaches
Trying constantly to push up the performance limits (better and faster)
The LHC upgrade challenges call for major changes in the FastSim
frameworks: experiments working hard on that!
Understand very high PU impact and find solutions
Going from “it serves its purpose” to “integration” approach
Combining simulation, tracking, digitization to get ready to analyze data
samples
Save intermediate steps, 1/0
Improving fast simulation performance does not make life easier...

Digitization and tracking become bottlenecks and demand their “fast” versions

Fast and full simulation are NOT mutually exclusive
Performance comes from combining their features
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Part 2. GeantV and challenges
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The project goal

§ [ Generate(N, o)

- Started in 2012 as a § que gelr2nsportable baskets - Piecp g
prototype for transport @ 5
simulation ;;':, a\ E

- Multithreaded fine grained ~ _— | s S\ Y55
parallelism g ¢ \§ﬂ |
- Groups of tracks from many 8[| [\X 583 besket
events (baskets) having  S|E|| \BBF
geometry locality 5 O
. &l _Om
Disk O ain seheduler Output tracks © seh collecion Crossing tracks

 Evolved into an ambitious project exploring’fffany dimensions of
performance

— Locality (cache coherence, data structures)

— Parallelism (multi/many core, SIMD)

— Vector dispatching (down to algorithms)

— Transparent usage of resources (CPU/GPU)

— Algorithm template specializations & generality of code
— Physics algorithm improvements
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R&D directions

U I R A A

Data structures, SOA types
Concurrency libraries

Steering code

Base classes, interfaces
Management and configuration
Testing, benchmarking,
development tools

Transforming existing G4
algorithms into kernels
Support for vectorization
Fast tabulated physics
Support for user fast si
models

GeantV

kernel

geant.web.cern.ch

Locality by geometry or physics
Manage concurrency and
resources

Schedule transportation, user
code, I/0O based on queues
Optimize model parameters
Template ialized algorit
Re-usability of kernels
CPU/GPU transparent support
Support for vectorization
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Data structures for vectorization

saJAq ¢61

GeantTrack

fEvent

fEvslot
fParticle
fPDG
fXpos
fYpos
fZpos
fXdir
fydir
fZdir
Edep
Pstep
Snext

SHOEBIINS JO VOS

GeantTrack v

*fEventV
*fEvslotV
*fParticleV
*fPDGV

*fXposV
*fYposV
*fZposV
*fXdirV
*fydirV
*fZdirV

*fEdepV

*fPstepV
*fSnextV
*fSafetyV

fBuffer
00 40 80 CO

fEventV I| EvslotV fPartche

? J..Jl

fYPosV
fZPosV

fSnextV fSafetyV

fPathV fNextpathV

vector 2

P

-

GeantTrackPool<VolumePath_t*> ]

Buipped (] =S)oBJN}

ce=
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GeantV features and fast sim

Physics Fast
filter transport
filter

Geometr
y filter

GeantV

Generator scheduler
Geometr
Particle y region,
type, particle
energy type,
trigger energy THREADS

collect
Particles

Monitoring Logical
volume

trigger

ACTIONS: inject,
Vector/single, prioritize
digitize, garbage

Triggers, alarms

FastSim Vector Physics
stepper stepper i  sampler

Step

User defined

VecGeom . TabXsec Phys. ,:3 rct)cess (Vector)
param. | navigator B manager POSESTEP physics
Fill output Filter neutrals
vector (Field)
Propagator final state

Step limiter .
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GeantV features and fast sim

Physics Fast

Geqmetr filter transport
y filter :
filter

GeantV

Generator
scheduler

Geometr
Particle y region,
type, particle
energy type,
trigger THREADS

collect
Particles

Monitoring Logical
volume

trigger

digitize, garbage

ACTIONS: inject,
Vector/single, prioritize

Triggers, alarms

| L .
FastSim { Physics
stepper e B sampler

User defined TabXseb P, [Pestes (Vector)

/?q param. sampling >/ managey post-step Dhysios
K\ 0 Fill output o Filter neutrals
2 vactos . Field
/ ( ) { Tab. Xsec
Propagator |- .

Step limiter .’..' b feck

state
samples
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Scalability for MT is challenging

e Performance is 1000 eve(ljvts Witg41 00 traC;:ksI eacllz, ;
. measureqa on a -Core aual SockKe
constantly monitored E5-2695 v2 @ 2.40GHz (IVB).

— Jenkins module run daily Turbo off

L]
» Allows detecting and o I 1 - I
L] L]
fixing bottlenecks of |
sl 4
M Locks and Waits Locks and Waits viewpoint (change) ® 7L )
@ Analysis Target Analysis Type | | K& Summary +% Caller/Callee | |+% Top-down Tree | | B8 Tasks anc
Grouping: | Sync Object / Function / Call Stack g. 6 4
Sync Obiject / Function / Call Stack Wait Time by Utilizationw (‘:’:ﬁlrt\t '?lFr’rI:e . O_:_)Je:t Object 8
@ dle @ Poor [JOk @ Ideal @Over YP & st |
“Mutex 0x80d1cas4 102.925s [ 243,287 1.506S Mutex libThread. .
~TPosixMutex::Lock 102.925s [ 243,287 1.506s lib.. Mutex libThread. Bottleneck due to dynam|c
v TMutex::Lock 102.925s [ 243,287 1.506s lib.. Mutex libThread. a4t . . . .
<= TLockGuard::TLockGuard | 102.925s [N 243,287 1.506s lib.. Mutex libThread. ObjeCt allocation of naVIQatlon
> TStorage::ObjectAlloc 97.921s | 226,643 ERO[H lib .| Mutex [libThread.
D= TStorage::ObjectDealloc 5.004s [ 16,644 0.100s lib.. Mutex libThread. 3+ b
P Condition Variable 0x65d351a3 50.028s [N 873 0s Condit... libThread.
P Condition Variable 0xf28dc0as 16.550s [ 1 0s Condit... libThread. N . I tati
P Mutex 0x1131fdfe 6.837s [l 31 0s Mutex libThread. 2F éw Implementation |
DStream 0x8cac9108 0.580s | 2 0s Stream libCore.so e—e Old implementation
P Condition Variable 0xac308924 0.199s| 1 0s Condit... libThread.: 1 . . - -

12 4 8 12 16 24
Threads
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Exposing optimizations to user code

- GeantV works with vectorized stepper - Supply aligned containers to user code
Vectorized callbacks to user code - Hit production (input=tracks)
- Internal scheduling of 1/0 - Digitization (input=hits)
- Kinematics history, user structures - Providing management for data structures
- Spoiling performance is easy task... via factories

- Automatic scheduling of their I/O

- Providing a slot in the GeantV I/O queue
for user-defined data structures

GeantV

scheduler

Digitize & I/O thread

In memory layout:
&nextHit iguous blocks

I/O queue

—
S
g thread 1
U g Factory<CaloHit> o
ser S
Digitizers > £ thread 2
o) 2
-— (@]
GetFactory<CaloHit> 8 kej
L o0 thread N

Disk



VecGeom — optimizing simulation
geometry

timings for collision detection

for various primitives

Building a high performance
multipurpose geometry
library
Single/multi particle SIMD
Generic code for CPU/GPU
R&D a generic multi-platform
programming approach &
Major project integrated with ot
the GeantV prototype

Link to Sandro’s talk here



“Fast” physics and upgrades

Optimizing the performance of GEANT4 physics will take a log time

- Vectorization, kernels + algorithms review from these perspectives
Goal: have a compact an simple form of realistic physics to study the prototype
concepts and behavior

Requirements: mimic the most important effects of the “real physics” to the tracks
and to the characteristics of the transport

- energy deposit, track length, # steps, # secondary tracks, etc.

Implementation:

- tabulated vales of x-sections(+dE/dx) from any GEANT4 physics list for all particles and all
elements over a flexible energy grid

- all major processes are involved

- flexible number of final states for all particles, all active reactions, all elements are also extracted
from GEANT4 and stored in tables

Status: GEANT4 GEANT4
" Boon Implemantod based on thase tables both veice hysics.
een implemente - i
behind tﬁe prototype and behind GEANT4 physics physics
— possible to test new concepts, performance
relative to GEANT4 tracking GeantV GeantV
— individual physics processes can be replaced by TabXsec Optimized

their optimized version when ready physics physics
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Preliminary performance checks

- Simple example imported from GEANT4

Mean energy deposit in ABSORBER

novice examples N =
- Scintillator+absorber calorimeter ol Errabee
- 30 MeV to 30 GeV electrons, 100K primaries .
- Physics reproduced, small differences to be g .
investigated for the highest energy e

- No energy dependence of performance ) !
gain |
- Extension to (simple version of) CMS geometry _

soon possible # tayer

TS ExN03 example |z== B

i Pb Scintillator

1 2 3 4 5 6 7 8 9 10
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Techniques for optimizing physics

- Sampling secondary particles produced by high energy physics
interactions

- minimize conditional branches and non-deterministic implicit loops

Mean Time/Event [msec]

- replace the conventional “Composition and Rejection Monte Carlo methods

7

- use vectorizable inverse transformation (inverse CDF) or alias methods

- Performance on Intel Xeon (X5650) and NVidia Tesla GPU (Kepler
20M)

2

2

—_
o

Time: SeltzerBerger

T T T

L | —e— CPU(+GST) | |
£ | —s— CPU 3
| —— GPU (+GST) T
I | —e— GPU B
fowms s s sacnnansscctstasensascantasascssiosssseacansassaststosssssasassansasttttsssstastantssaasttsstitsassansansnss A....... —
E . . ° D . E
S . . : E
C e ]
e L =
E . o o ° 3

I ! 1 l
InverseCDF  InverseCDF2 Alias Alias2 Rejection

Sampling Model

Mean Time/Event [msec]

2

—_
o

Time: Moller

C T T T .
I | —e— CPU (+GST) -
- | —s— CPU —
| | —— GPUGHGST) | ]
E | —— GPU ;
: . .
- L[] L] [ . 1
— L] —
L @ e e |
E e 3
g ° ° ° . g
r ° .
- ) ° L] —
— ° —
1 | |
InverseCDF  InverseCDF2 Alias Alias2 Rejection

Sampling Model



Summary |l

We need a qualitative jump in the way our simulation SW uses
the hardware

Small window of time to R&D new approaches
Looking at performance from all angles, including fast simulation

High performance is within reach
Vectorization and locality can give the expected results
Extending to GPU is a must
Optimizing geometry and physics is a long scale effort
Including direct support for fast simulation in the transport

framework is mandatory

No limits, at the extreme approach GeantV should be usable as a fast
simulation framework

A lot to learn from the existing “integration” approaches
“Slow” and “fast” have to crossbreed!
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Thank you!



