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The Compact Linear Collider (CLIC)

CLIC is a concept for a future e+e− linear collider.

Energy range: 350 GeV to 3 TeV.

Provides precision measurements of:

Standard Model processes (Higgs, top).
new physics potentially discovered at 13-14 TeV LHC.
search for new physics: unique sensitivity to particles with electroweak charge.

A possible staged realisation of
CLIC on the CERN site (with a site
length of 48 km for 3 TeV):

two-beam acceleration scheme to
reach high gradients of
∼100 MV/m.

IPJura Mountains

Lake Geneva

Geneva

Legend

CERN existing LHC

CLIC 500 Gev

CLIC 3 TeV

Potential underground siting :

CLIC 1.5 TeV

Fig. 3: CLIC footprints near CERN, showing various implementation stages.

Related system parameters have been benchmarked in CTF3, in advanced light sources, ATF(2) and
CesrTA, and in other setups. In addition, a broad technical development programme has successfully
addressed many critical components. Among them are those of the main linac, which are most important
for the cost, and their integration into modules. The drive-beam components have largely been addressed
in CTF3. Other performance-critical components have been developed and tested, e.g., the final focus
magnets, which will be located in the detector and need to provide a very high field, and high-field damp-
ing ring wigglers, which rapidly reduce the beam emittances. Design studies foresee 80% polarisation of
the electrons at collision, and the layout is compatible with addition of a polarised positron source. The
successful validation of the key technologies and of the critical components establish confidence that the
CLIC performance goals can be met.

Several of these technologies have applications for and are being developed with other communities, e.g.,
synchrotron light sources, free electron lasers and medical accelerators.

Detailed site studies show that CLIC can be implemented underground near CERN, with the central
main and drive beam complex on the CERN domain, as shown in Figure 3. The site specifications do not
constrain the implementation to this location.

As indicated above, the current CLIC parameters are the result of a cost optimisation at 3 TeV, see
Chapter 2.1 in [2]. However, the technology can be used effectively over a wide range of centre-of-mass
energies. The project can be built in energy stages, which can re-use the existing equipment for each
new stage. At each energy stage the centre-of-mass energy can be tuned to lower values within a range
of a factor three and with limited loss on luminosity performance. Two example scenarios of energy
staging are given in [4] with stages of 500 GeV, 1.4 (1.5) TeV and 3 TeV, see Table 1 for scenario A
and Table 2 for scenario B. For both scenarios the first and second stage use only a single drive-beam
generation complex to feed both linacs, while in stage 3 each linac is fed by a separate complex. Based
on future physics findings, the choice of energy stages will be reviewed and the design optimised. In
case of growing interest in a lower energy Higgs factory, studies of a klystron-based initial stage with a
faster implementation could become part of this evaluation.
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Beam profile

For CLIC:

Bunch crossings (BX): every 0.5 ns.
Train duration: 156 ns (312 bunches).
Train repetition: 20 ms (50 Hz).

Short train duration implies:
1 triggerless readout of the detectors.
2 power pulsing: allows to reduce the average power dissipation.

CLIC at 3 TeV LHC at 14 TeV

BX separation [ns] 0.5 25
Crossing angle 20 mrad 200 µrad
Instantaneous luminosity [cm−2s−1] 6× 1034 1× 1034

1st trigger level [#selected:#total events] 1:1 ∼1:400
Data rate after 1st trigger level [GBytes/s] 200 200
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Beam-induced backgrounds at CLIC

Backgrounds:

e+e− pairs: low pT , forward peaked, limits the inner radius
of the VXD.
γγ →hadrons: larger pT particles.

Each train consists of:

At most 1 interesting event.
> 30000 background particles
inside the detector.

Backgrounds in inner tracking region!

LCWS 2012	
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•  Large hit rates in vertex and forward regions:!
•  2-3% maximum pixel occupancy / train  

(incl. clustering + safety factors)!
à  Constrains inner radius of beam pipe!
à  Drives design of forward region!

•  Moderate radiation exposure:!
•  NIEL: < 1011 neq/cm2/y!
•  TID: < 200 Gy / year!
(~104 below LHC!)!

Occupancy in the pixel detectors for each train (during 156 ns): ∼ 3% for
innermost layers.

Radiation exposure of the vertex detector is moderate:

Total ionising dose (TID): 200 Gy/yr
Non-ionising energy loss (NIEL): 1011neq/cm

2/yr (for ATLAS phase 1:
1015neq/cm

2/yr)
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Interaction point (IP)

For LHC:

the IP is smeared over ∼ 5 cm.
At current configuration: > 20 vertices per
each BX (at 40 MHz).

For CLIC:

The IP is point like and can be used as constraint
for the track reconstruction.
With 312 BXs/train, the beam-induced background
overlaps at one interaction point. We are interested
in the reconstruction of secondary vertices.

CLIC at 3 TeV LHC at 14 TeV

IP size in x/y direction [nm] 45/1 15000/15000
IP size in z direction [µm] 44 50000
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Background rejection

Time slicing of ∼ 10 ns in the vertex detector and ∼ 1 ns in calorimeters
allows to reduce the impact of beam-induced backgrounds on interesting
physics events in a bunch of 156 ns.

The background is suppressed offline.

Reconstructed particles in a simulated e+e− → H+H− → tb̄bt̄:

60 BX γγ → hadrons:
1.4 TeV background

After tight timing cuts:
0.1 TeV background

2.5 TIMING REQUIREMENTS AT CLIC

Table 2.4: Assumed time windows used for the event reconstruction and the required single hit time
resolutions.

Subdetector Reconstruction window hit resolution

ECAL 10 ns 1 ns
HCAL Endcaps 10 ns 1 ns
HCAL Barrel 100 ns 1 ns
Silicon Detectors 10 ns 10/

√
12 ns

TPC entire bunch train n/a

is performed. Monte Carlo information is used at no stage in the reconstruction. Figure 2.12 shows the
reconstructed particle flow objects for a simulated e+e− → H+H− → tbbt event at

√
s = 3 TeV. At the

reconstruction level, the background from γγ → hadrons produces an average energy of approximately
1.2 TeV per event, mostly in the form of relatively low pT particles at relatively low angles to the beam
axis. The level of γγ → hadrons background is roughly 1/15 of that for the entire bunch train (Table 2.3),
commensurate with integrating over 10 ns from the total 156 ns. The background can be further reduced
by applying tighter timing cuts based on the reconstructed calorimeter cluster time. The cluster time
is obtained from a truncated mean of the energy-weighted hit times constituting the cluster. In a fine
grained particle flow detector many hits contribute to a single cluster and cluster time resolutions of
<1 ns are easily achievable. Efficient background rejection is achieved by using tight cuts in the range
of 1.0–2.5 ns on the clusters (depending on the type of reconstructed particle and its pT). This proce-
dure is applied to both neutral particle flow objects and to charged objects where the time of the cluster
associated to the track, corrected by the helical propagation time, is used. These additional timing cuts
are applied to only relatively low pT particle flow objects. The details of the cuts used are discussed in
Section 12.1.4. As a result of the cluster-based timing cuts the average background level can be reduced
to approximately 100 GeV with negligible impact on the underlying hard interaction. The use of hadron-
collider inspired jet-finding algorithms further reduces the impact of the background of γγ → hadrons
and precision physics measurements are achievable in the CLIC background environment as shown in
Chapter 12.

Fig. 2.12: (left) Reconstructed particles in a simulated e+e− → H+H− → tbbt event at 3 TeV in the
CLIC_ILD detector concept with background from γγ → hadrons overlaid. (right) the effect of applying
tight timing cuts on the reconstructed cluster times.
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CLIC detector concept
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Vertex detector requirements

Efficient tagging of heavy quarks through a
precise determination of displaced vertices
can be achieved by:

multi-layer VXD: 5-6 layers in the barrel
and 4-6 disks ⇒ ongoing optimisation
studies.

single point resolution of ∼ 3 µm
achievable with pixel pitches of
25 µm×25 µm, analog readout (CMS
pixels: 100 µm×150 µm).

< 0.2% X0 for the beam-pipe and each
detection layer ⇒ implies:

no active cooling elements can be placed

in the vertex detector forced airflow cooling

power dissipation of the readout

electronics ≈ 50 mW /cm2 power pulsing

e−
e+

13 m

56 cm

airflow cooling
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R&D on sensor and readout

The ultimate goal for CLIC:

low material budget and small pitch: 50 µm
sensor on 50 µm ASIC with 25 µm pixel pitch.

Thin-sensor R&D:

Timepix chips (55 µm pixel pitch) are used to
study the feasibility of ultra-thin sensors.
use simulations to extrapolate to pixels with a
pitch of 25 µm.

CLICpix chip demonstrator:

matrix of 64× 64 pixels, 25 µm pixel pitch.
65 nm CMOS technology
simultaneous measurement of time of
arrival (TOA) and time over threshold
(TOT) per pixel.
compatible with power pulsing scheme.
selectable compression logic.
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Ultra-thin sensor assemblies and test beams

Test-beam campaign at DESY in 2013-2014: test assemblies with
50 µm-300 µm sensors on 100 µm-750 µm Timepix chip thickness.

DESY II beam: 1-6 GeV electron.

The EUDET telescope is used to
reconstruct the tracks and
extrapolate them on the device
under test (DUT).

The telescope contains 6 planes of
Mimosa26 pixel sensors with a
tracking resolution of ∼3 µm at
5.6 GeV.

The DUT is placed between layer 3
and 4 of the telescope with the
possibility of rotation.
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ALLPix simulation framework

ALLPix: a general purpose pixel detector
simulation framework (in C/C++) based on
Geant4.

Fully customisable detector geometry:

thickness, pitch, bump geometry, material

Used as a digitiser test bench for ATLAS
and CLICdp.

Digitisers for the test-beam simulation:

Mimosa26 digitiser for the telescope planes
⇒ based on data.
Timepix digitiser ⇒ based on
semiconductor physics.

Goal:

simulate the test-beam setup.
extrapolate results for small-pitch pixels.
improve digitisation models for
full-detector simulation.
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Telescope simulation vs. data: cluster sizes

Simulation of the telescope (without
DUT)

The digitiser for the telescope
sensors (Mimosa26) is tuned to
match the data.
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Telescope simulation vs. data: residuals

The simulation and the data have very similar tracking resolution after the
tuning of the simulation.
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DUT simulation vs. data

Geant4 provides the passing of particles and the energy deposited by
ionisation.
Timepix digitiser simulates:

semiconductor physics using theoretical models and TCAD simulations.
the Timepix chip (analog and digital parts). work in progress

sensor and ASIC noise. work in progress

For 100 µm sensor on 750 µm Timepix (without including noise in simulation)
with Vbias=35 V (over-depleted sensor) and 5.6 GeV electrons:

Cluster size
0 2 4 6 8 10

E
ve

nt
s 

[%
]

0

20

40

60

80

100

Cluster Size Distribution
Data
Simulation

Max TOT/Total TOT
0.5 0.6 0.7 0.8 0.9 1

E
ve

nt
s 

[%
]

0

0.5

1

1.5

2

Cluster size 2
Data
Simulation

Tracks X position within pixel [mm]
0 0.01 0.02 0.03 0.04 0.05

E
ve

nt
s 

[%
]

1

2

3
Cluster size 2

Data
Simulation

More tuning is needed for the simulation of the DUT for a better match with
data!
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Active-edge sensor optimisation studies

Active edge sensors can reduce significantly the material budget and the dead
areas of the detector.

To control the voltage at the edge, an implantation is done on the sidewall
⇒ the DRIE (deep reaction ion etching) process.

extends the backside electrode to the edge.
a voltage drop between the edge and the first pixel is created ⇒ early
breakdown in silicon for electric fields higher than 3× 105 V/cm.

Guard rings: establish a smooth
voltage drop between the edge and
the first pixel.
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Guard ring solutions

TCAD simulation tools are used to model semiconductor devices fabrication
and device operation.

No guard ring Grounded guard ring Floating guard ring

No guard ring: a break down can occur for Vbias = −50 V on the edge of the
first pixel.

Grounded guard ring: the E-field is significantly reduced on the first pixel but
a part of the signal in the edge region is lost (it is collected by the guard
ring).

Floated guard ring: a breakdown risk still exists for very high bias voltages
but the inactive region is highly minimised.

Assemblies with active-edge sensor from Advacam are under process.
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Summary

Challenging demands on the CLIC vertex detector

Validation of Geant4 simulation models with test-beam results

Sensor layout optimisation based on TCAD simulations

Thanks for your attention!
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Guard ring solutions: Electric field and potential

Grounded guard ring increases the
depletion region but a part of the
signal in the edge region is lost.

Floated guard ring creates a
compromise between the depletion
region and the inactive region.
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