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✦ pTH&;&Kinematics,&
and&probe&of&QCD&
model&in&ggF&
production.

✦ |yH|&;&Kinematics,&
and&probe&of&PDF.&
Will&be&used&in&
future&PDF&fits.

✦ Njets&;&Jet&
multiplicity&varies&
by&production&
mode.&&

✦ pTj1&;&Modeling&of&
partonic&radiation&
in&ggF.
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Likelihood&Systematics

Acceptance&Systematics
✦ PDFs&;&Took&envelope&of&the&eigenvector&variations&of&the&baseline&

(CT10)&and&alternative&(MSTW&and&NNPDF)&PDFs.&&
✦ Scale&;&Varied&the&renormalization&and&factorization&scale&

uncertainties&together&and&independently&by&a&factor&of&0.5&and&2&
from&their&nominal&values.&&

✦ Production9modes&;&VBF&and&VH&fractions&were&varied&by&factors&of&
0.5&and&2&with&respect&to&the&SM&prediction&and&the&ttH&fraction&was&
varied&by&factors&of&0&and&5.&&

✦ HRes&;&Reweighted&the&baseline&pT&distribution&to&the&HRes2&
calculation.&

✦ Higgs9mass&;&varied&by&0.4&GeV&to&account&for&the&mass&window&
approach&used&in&the&H&→&4l&channel.& 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✦The&measurements&from&both&channels&are&found&to&
be&in&good&agreement.&p;values&obtained&from&χ2&
compatibility&tests&are&in&the&range&of&56–99%.&

✦The&combination&allows&to&significantly&reduce&the&
total&uncertainties&on&the&differential&Higgs&cross;
sections&as&compared&to&the&individual&channels&by&
25;40%&depending&on&bin&and&variable.

Normalized&Shape&Results

Combined&cross&section&&
calculated&by&minimizing&;2&Log&L&

Shape&combination&does&not&divide&by&
branching&ratio&and&ignores&
uncertainities&that&affect&

normalization&(e.g.&luminosity)&& Fiducial&Inclusive&Result

H&→&4l:&35.0%±%8.4%(stat)%±%1.8%(sys)%pb%&

H%→%γγ:%31.4%±%7.2%(stat)%±%1.6%(sys)%pb%&

Combined:&33.0%±%5.3%(stat)%±%1.6%(sys)%pb%

✦ Total&cross&section&higher&than&all&predictions,,&both&in&inclusive&and&
differential&distributions&(almost&2σ&for&LHC;XS).&&

✦ LHC?XS&;&Used&for&LHC&Run&I&publications.&
✦ ADDFGHLM&;&Best&calculation&to&date,&at&N3LO. 

Agreement

Total cross-section calculations
LHC-XS NNLO+NNLL a,b,c
ADDFGHLM N3LO a,b,c
Analytical dif erential cross-section predictions
HRes 2.2 NNLO+NNLL a,e,f
STWZ, BLPTW NNLO+NNLL c,d,e,g,h
JetVHeto 2.0 NNLO+NNLL a,c,e

MonteCarlo event generators
SHERPA 2.1.1 H +0,1,2 jets@NLO i,j
MG5 aMC@NLO H +0,1,2 jets@NLO i,k,l

Powheg Nnl ops NNLO≥0j , NLO e,l,m≥1j
a Considers b- (and c-) quark masses in the gg→ H loop
b Includes electroweak corrections
c Based on MSTW2008nnlo (αs from PDF set)
d Uses π2-resummed gg→ H form factor
e NNLO refers to the total cross section
f Based on the CT10nnlo PDF set
g This corresponds to NNLL0
h Includes 1-jet resummation included at NLL0+NLO
i Based on the CT10nlo PDF set
j Uses MEPS@NLO method and CKKW merging scheme
k Software version 2.2.1, NLO merged using FxFx scheme
l Interfaced with Pyt hia8 for parton showering
m Uses Minl o method & yH reweighting to HNNLO.

✦The&systematic&uncertainty&for&both&ZZ*&→&4l&and&γγ&
differential&XS&measurements&were&typically&below&
20%&of&the&total&uncertainty.&

arXiv:1504.05833&[hep;ex]
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From Run 1 towards Run 2
Run 1 was a success for ATLAS and its trigger system: 

—| interesting data events selected with high efficiency to produce many interesting physics results. 
—| E.g. Discovery of the Higgs boson, many SM and searches results.  

Run 2: higher instantaneous luminosity and centre-of-mass energy presents a 
unprecedented challenge. 

—| Rate increase by a factor of 5 to 6!

2

bunch spacing 
[ ns ] √s [ TeV ] inst. luminosity 

[ cm-2 s-1 ] 
max.collisions per 

bunch crossing

Run 1: 2012 50 8 8 x 1033 40

Run 2: 2015 onward 50 - 25 13 1.7 x 1034 50-80

To face these harsh conditions, the trigger system underwent an enormous upgrade 
program during the upgrade period.  

The work and results of this effort of hundreds of experts will be summarized in the following.
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and&probe&of&QCD&
model&in&ggF&
production.

✦ |yH|&;&Kinematics,&
and&probe&of&PDF.&
Will&be&used&in&
future&PDF&fits.

✦ Njets&;&Jet&
multiplicity&varies&
by&production&
mode.&&

✦ pTj1&;&Modeling&of&
partonic&radiation&
in&ggF.

 [GeV] reco
HT,

p
0 20 40 60 80 100 120 140 160 180 200

Ev
en

ts
 / 

20
 G

eV

2
4
6
8

10
12
14
16
18
20

data
 = 125 GeV)HmSignal (

Background ZZ*
tBackground Z+jets, t

Systematic uncertainty

 ATLAS
l 4→ ZZ* →H 

-1 L dt = 20.3 fb∫ = 8 TeV s

 < 129 GeVl4m118 < 

 [GeV]γγ

T
pReconstructed level  

0 20 40 60 80 100 120 140 160 180 200

]-1
  [

G
eV

Tp
 / 

d
Nd

0

5

10

15

20

25
ATLAS data syst. unc.

HX) + 8YP+OWHEGP (H→gg HX) + 8YP+OWHEGP (H→gg

Htt + VH  =  VBF + HX

 = 8 TeVs, γγ→H

∫ -1 dt = 20.3 fbL

 [GeV]γγ

T
p

0 20 40 60 80 100 120 140 160 180 200

ic
Co

rre
ct

io
n 

fa
ct

or
s,

 

0.4

0.5

0.6

0.7

0.8

0.9

1
  SimulationATLAS

 = 8 TeVs, γγ→H
∫ -1 dt = 20.3 fbL

Theoretical modelling uncertainty
 with total uncertaintyic

 [GeV] reco
HT,

p
0 20 40 60 80 100 120 140 160 180 200

Co
rre

ct
io

n 
fa

ct
or

s

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1
HX) + PS+OWHEGP (H→gg

Systematic uncertainty

 ATLAS
Simulation

 = 125.4 GeVHm, l 4→ ZZ* →H 
 = 8 TeVs

 [GeV]
T
Hp

0 20 40 60 80 100 120 140 160 180 200

α
Fi

du
cia

l a
cc

ep
ta

nc
e,

 

0.3

0.4

0.5

0.6

0.7

0.8   SimulationATLAS
 = 125.4 GeVHm,  H → pp

γγ → H
4l →* ZZ → H

 = 8 TeVs

H"→"ZZ*"→"4l"H→"γγ

Likelihood&Systematics

Acceptance&Systematics
✦ PDFs&;&Took&envelope&of&the&eigenvector&variations&of&the&baseline&

(CT10)&and&alternative&(MSTW&and&NNPDF)&PDFs.&&
✦ Scale&;&Varied&the&renormalization&and&factorization&scale&

uncertainties&together&and&independently&by&a&factor&of&0.5&and&2&
from&their&nominal&values.&&

✦ Production9modes&;&VBF&and&VH&fractions&were&varied&by&factors&of&
0.5&and&2&with&respect&to&the&SM&prediction&and&the&ttH&fraction&was&
varied&by&factors&of&0&and&5.&&

✦ HRes&;&Reweighted&the&baseline&pT&distribution&to&the&HRes2&
calculation.&

✦ Higgs9mass&;&varied&by&0.4&GeV&to&account&for&the&mass&window&
approach&used&in&the&H&→&4l&channel.&  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✦The&measurements&from&both&channels&are&found&to&
be&in&good&agreement.&p;values&obtained&from&χ2&
compatibility&tests&are&in&the&range&of&56–99%.&

✦The&combination&allows&to&significantly&reduce&the&
total&uncertainties&on&the&differential&Higgs&cross;
sections&as&compared&to&the&individual&channels&by&
25;40%&depending&on&bin&and&variable.

Normalized&Shape&Results

Combined&cross&section&&
calculated&by&minimizing&;2&Log&L&

Shape&combination&does&not&divide&by&
branching&ratio&and&ignores&
uncertainities&that&affect&

normalization&(e.g.&luminosity)&& Fiducial&Inclusive&Result

H&→&4l:&35.0%±%8.4%(stat)%±%1.8%(sys)%pb%&

H%→%γγ:%31.4%±%7.2%(stat)%±%1.6%(sys)%pb%&

Combined:&33.0%±%5.3%(stat)%±%1.6%(sys)%pb%

✦ Total&cross&section&higher&than&all&predictions,,&both&in&inclusive&and&
differential&distributions&(almost&2σ&for&LHC;XS).&&

✦ LHC?XS&;&Used&for&LHC&Run&I&publications.&
✦ ADDFGHLM&;&Best&calculation&to&date,&at&N3LO. 

Agreement

Total cross-section calculations
LHC-XS NNLO+NNLL a,b,c
ADDFGHLM N3LO a,b,c
Analytical dif erential cross-section predictions
HRes 2.2 NNLO+NNLL a,e,f
STWZ, BLPTW NNLO+NNLL c,d,e,g,h
JetVHeto 2.0 NNLO+NNLL a,c,e

MonteCarlo event generators
SHERPA 2.1.1 H +0,1,2 jets@NLO i,j
MG5 aMC@NLO H +0,1,2 jets@NLO i,k,l

Powheg Nnl ops NNLO≥0j , NLO e,l,m≥1j
a Considers b- (and c-) quark masses in the gg→ H loop
b Includes electroweak corrections
c Based on MSTW2008nnlo (αs from PDF set)
d Uses π2-resummed gg→ H form factor
e NNLO refers to the total cross section
f Based on the CT10nnlo PDF set
g This corresponds to NNLL0
h Includes 1-jet resummation included at NLL0+NLO
i Based on the CT10nlo PDF set
j Uses MEPS@NLO method and CKKW merging scheme
k Software version 2.2.1, NLO merged using FxFx scheme
l Interfaced with Pyt hia8 for parton showering
m Uses Minl o method & yH reweighting to HNNLO.

✦The&systematic&uncertainty&for&both&ZZ*&→&4l&and&γγ&
differential&XS&measurements&were&typically&below&
20%&of&the&total&uncertainty.&

arXiv:1504.05833&[hep;ex]
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The new ATLAS Trigger Architecture
In the shutdown period: transition from 

➠   3-level trigger (L1→L2→HLT) to a 2-level (L1→HLT) approach (more on slide 7)

3

Level 1 (L1):    necessary rate reduction  40 MHz → 100 kHz 
• fast custom-made hardware trigger that determines Regions-of-Interests (ROIs) 

using calorimeter and muon system signals. Can perform topological combinations.

High-level Trigger (HLT):    necessary rate reduction  100 kHz → 1 kHz 
• software based trigger on CPU farm; runs fast analyses on Regions-of-interests or 

full detector readout using granularity and calibrations close to offline definitions.

O(500) trigger items

O(1000) trigger items

Run 1 versus Run 2:  70 kHz → 100 kHz 

Run 1 versus Run 2:  600 Hz → up to 1.5 kHz 

Latency < 2.5 µs

Latency ~ 0.2 s



Level 1 Topological Triggers

Level 1 topological triggers: conceptually new for ATLAS

4

New for  
Run 2

• Combines trigger objects from L1 
calorimeter and muon systems 

• Can calculate event or signature kinematics 
or angular relations in real-time. 

• FPGAs return a topological decision within 
100 ns.
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L1 Topological Module (new!)
• L1Topo is conceptually new: 

• takes trigger objects from L1Calo 
and L1Muon as input 

• calculates event kinematics and 
angular cuts in real-time  

• FPGAs return the topological 
decision within 100 ns

• Features a plethora of combinatorial possibilities of (latency optimized) 
algorithms for the end-users (physics analyses) 
• Examples: angular cuts, invariant and transverse mass as well as 

scalar sum of pT - to just name a few

L1Topo is one of the key ingredients to keep the rate low, 
while guaranteeing maximal selection efficiencies in Run II !

4

Allows to combine many physics 
signatures to optimize selection 
for interesting physics events. 

• E.g. angular cuts, invariant and transverse masses can 
be calculated, or scalar or vectorial pT sum of jets.

Key concept for Run 2 to keep enabling physics analyses to probe difficult terrain. 

L1 Topological Module (new!)
• L1Topo is being commissioned: 

• Reconstructs derived physical 
quantities with a rate of 40 MHz! 

• FPGAs return the topological 
decision within 100 ns 

• Selection done in HLT before - 
now moved to Level 1 

• Features a plethora of combinatorial 
possibilities of (latency-optimized) 
algorithms for physics analyses 

• Examples: angular cuts, invariant and 
transverse mass as well as scalar sum 
of pT - to just name a few 

• Very helpful to keep the thresholds low 

5

New L1 Topological trigger module 
•  In Run-2, event topological selections between L1 objects are  

used to keep low L1 thresholds. 
–  Decisions on FPGA within L1 latency  
–  Variety of algorithms (~15): e.g.  

angular separation, invariant mass,  
global quantities like HT (sum of jet ET) 

–  Essential to final states with ET
miss, jets  

and taus: e.g.  
for SM Higgs ZH!ννbb and H!ττ 

! For ZH!ννbb, loose selection to the  
smallest Δφ (L1 ET

miss, L1 central jets). 
L1 ET

miss threshold: 70 GeV ! 50 GeV,  
while keeping efficiencies. 

CHEP2015, April 13-17 ATLAS Trigger System (Yu Nakahama) 5 

See talk by Eduard Simioni  ZH!ννbb  
signals  

Min-bias 
background  

min Δφ (L1 ET
miss, L1 central jets)  



Level 1 Calorimeter readout

5

Level 1 Calorimeter readout improvements: new Multi-Chip Module (MCMs):
• Enhanced flexible signal processing for dynamic pedestal subtraction based 

on global cell occupancy. Great reduction in rates for global and ROI based 
triggers, e.g. missing ET. 

New for  
Run 2

Another key aspect for Run 2 to keep thresholds low for physics.

What’s new for L1Calo?

One example update        
(out of of many):         
Multi-Chip Modules 
• Enhanced flexible signal 

processing for dynamic 
pedestal subtraction                                   
(rate reduction esp. for 
missing ET trigger)

Further features an increase of definable 
thresholds ( 28 ➔ 57 ) 

• Increased selection flexibility!
6

The updated L1Calo for Run II:
L1Calo in Run-2
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 = 54, 25 ns〉µ〈  = 14 TeV, s

ATLAS Preliminary Simulation Figure 4. The projected L1 trigger rate
as a function of the Emiss

T threshold from
a 14 TeV Monte-Carlo simulated minimum
bias sample at an average µ of 54 and a
25 ns bunch spacing. The two lines on
top correspond to the operation scenarios
with 2011 and 2012 noise cuts using matched
filters, while the bottom two lines correspond
to two Run-2 scenarios with noise cuts using
an auto-correlation filter with and without a
pedestal subtraction, both possible thanks to
the upgraded L1Calo system.

separation, isolation and overlap removal), reconstruction of invariant masses of pairs of objects
(for B-physics di-muon events with low pT down to 4-6 GeV), global quantities like HT (sum of
jets’ ET for fat jets identification), as well as transverse energy and ∆φ between L1 Emiss

T and
other objects. These topological selections are very useful for selection of final states with Emiss

T ,
jets and taus, like Standard-Model Higgs decays such as ZH → ν̄νb̄b and H → ττ . As shown
in Figure 6, the smallest azimuthal-angular distance (∆φ) between the L1 Emiss

T and central
jets gives a good separation between the ZH signal and minimum bias background events. By
requiring ∆φ > 1, the L1 Emiss

T threshold can be lowered from 70 GeV to 50 GeV with negligible
loss of efficiency.

Figure 5. Typical quantities that can be
calculated by the new L1Topo modules.
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Figure 6. The smallest azimuthal-angular
distance ∆φ between L1 Emiss

T and L1 central
jets with pT > 20 GeV and |η| < 2.5 for
minimum bias (filled histogram) and ZH →
ν̄νb̄b (open red histogram) events with at least
two L1 central jets.

2.3. Improvements in the L1 muon system
Improvements are implemented also in the L1 muon system. During Run-1, L1 muon rates in
the forward region were mostly fake due to low-pT charged particles (i.e. protons) produced
away from the interaction point. At 25 ns, the fake rate from this source is expected to increase.

What’s new for L1Calo?

One example update        
(out of of many):         
Multi-Chip Modules 
• Enhanced flexible signal 

processing for dynamic 
pedestal subtraction                                   
(rate reduction esp. for 
missing ET trigger)

Further features an increase of definable 
thresholds ( 28 ➔ 57 ) 

• Increased selection flexibility!
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to two Run-2 scenarios with noise cuts using
an auto-correlation filter with and without a
pedestal subtraction, both possible thanks to
the upgraded L1Calo system.
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(for B-physics di-muon events with low pT down to 4-6 GeV), global quantities like HT (sum of
jets’ ET for fat jets identification), as well as transverse energy and ∆φ between L1 Emiss

T and
other objects. These topological selections are very useful for selection of final states with Emiss

T ,
jets and taus, like Standard-Model Higgs decays such as ZH → ν̄νb̄b and H → ττ . As shown
in Figure 6, the smallest azimuthal-angular distance (∆φ) between the L1 Emiss

T and central
jets gives a good separation between the ZH signal and minimum bias background events. By
requiring ∆φ > 1, the L1 Emiss

T threshold can be lowered from 70 GeV to 50 GeV with negligible
loss of efficiency.

Figure 5. Typical quantities that can be
calculated by the new L1Topo modules.
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T and L1 central
jets with pT > 20 GeV and |η| < 2.5 for
minimum bias (filled histogram) and ZH →
ν̄νb̄b (open red histogram) events with at least
two L1 central jets.

2.3. Improvements in the L1 muon system
Improvements are implemented also in the L1 muon system. During Run-1, L1 muon rates in
the forward region were mostly fake due to low-pT charged particles (i.e. protons) produced
away from the interaction point. At 25 ns, the fake rate from this source is expected to increase.
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What’s new for L1Calo?
• Updated L1Calo: 

• new Multi-Chip Module 
• enhanced flexible signal processing for dynamic pedestal 

subtraction based on global cell occupancy                                     
(rate reduction par excellence! esp. for the missing ET trigger)

• Further features an increase of definable thresholds  
• more freedom of choice for the end user!

L1Calo improved in any aspect - Chapeau!
5

Run 1-like configuration

Run 2 configuration

Simulated



Level 1 Muon System

6

New additional trigger chambers installed at the bottom of the detector:
• Increases muon acceptance.

Trigger logic improved — new coincidence logic setup:
• Coincidences with new inner muon chambers as well as with the extended 

barrel of the tile calorimeter.

• Decreases the low pT proton pollution in the forward region by a factor of 2.
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Come stai L1Muon?
• New additional trigger chambers installed at the “feet” of the detector 

• L1Muon acceptance boost of 4%
• Communication improved - the new coincidence logic: 

• Coincidences set up with the new Inner Muon Chambers as well as 
with the extended barrel of the Tile Calorimeter 

• Goal: reduce the low-pT proton pollution in the forward region 
observed in Run I by a factor of 2!

Nicely done L1Muon!
6
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Come stai L1Muon?
• New additional trigger chambers installed at the “feet” of the detector 

• L1Muon acceptance boost of 4%
• Communication improved - the new coincidence logic: 

• Coincidences set up with the new Inner Muon Chambers as well as 
with the extended barrel of the Tile Calorimeter 

• Goal: reduce the low-pT proton pollution in the forward region 
observed in Run I by a factor of 2!

Nicely done L1Muon!
6

New for  
Run 2



New integrated High level Trigger System
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New for  
Run 2

New merged High-level Trigger (HLT):

• Reduces complexity and increases 
flexibility. 

• More combined resources with 
respect to 
vs two clusters). 

• Processes one event at a time 
(average of 

Streamlined software:
• Adopted offline techniques and algorithms where possible.  

• Offline / Trigger object harmonization simplify efficiency determinations.
• Less code duplication between online & offline algorithms. 
• HLT processes forked into a single mother process, enables maximal memory 

sharing. 

Run 1



New integrated High level Trigger System
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New for  
Run 2

New merged High-level Trigger (HLT):

• Reduces complexity and increases 
flexibility. 

• More combined resources with 
respect to Run 1 (one CPU cluster 
vs two clusters). 

• Processes one event at a time 
(average of ~0.2 s / event).

Streamlined software:
• Adopted offline techniques and algorithms where possible.  

• Offline / Trigger object harmonization simplify efficiency determinations. 
• Less code duplication between online & offline algorithms. 
• HLT processes forked into a single mother process, enables maximal memory 

sharing. 
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3

The ATLAS Trigger and DAQ System

Run 2
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6

Network

The data flow network has seen a 
significant upgrade and 
simplification. 

Multi chassis trunking of the core 
routers provides load balancing and 
link redundancy to the network.

Virtual output queue mechanism 
avoids head of line blocking and 
allows the routers to run in 
non-blocking mode.

Rack concentrator switches have 
been identified and are being 
purchased.

In addition to the data flow network 
the control network has been made 
more redundant with active backup 
solutions for all important 
components.

Data Acquisition (DAQ)

9

Network:

New for  
Run 2

• Added more redundancy to the data flow 
and control network. 

• Readout system (ROS) upgraded to new 
board (RobinNP). 
• PCI-X upgraded to PCI express:
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DAQ• Network 
• data flow network and control network more redundant + active backup solutions 

• Readout System (ROS) upgraded to new board (RobinNP) 
• PCI-X -> PCI Express 

• higher density of optical link connectors 
• larger memory buffer 

• New set of ROS PCs 
• 2x1 Gbit/s -> 4 x 10 Gbit/s Ethernet per ROS PC 

• ROS with unsaturated input links and/or small enough fragments can run at 100 kHz 
• Data Logger 

• from: 3 internal Raid5 raid arrays of 8 disks each  
• to: direct attached storage unit with multiple front-ends and redundant data paths for fault 

tolerance and resilience 
• background jobs copy files to permanent storage, deleting from local disk only once safely on tape

• ATLAS data flow was considerably simplified compared to Run I 
• Every component either upgraded hardware-wise, or rewritten 

taking advantage of modern designs

DAQ is definitely ready for Run II !
8

—| higher density of optical link connectors. 
—| larger memory buffer.

• Updated Readout System PCs:
—| 2 x 1 Gbit/s → 4 x 10 Gbit/s (Ethernet). 
—| ROS with unsaturated input can run at 50 kHz.

 ATLAS data flow was considerably simplified with respect to Run 1
Every component either upgraded hardware-wise or rewritten taking advantage of more modern designs. 



First results with 13 TeV (with 50 ns bunch spacing)

10

Photons

Single photon turn-on and Pseudo-Rapidity coverage

Perform as expected; back-bone 
triggers of Higgs to diphoton and 
mono-gamma analyses.

More plots see Carlos Chavez Barajas talk  
from Wednesday
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Figure 1: Efficiency of single photon triggers requiring a transverse energy
(ET) greater than 25 GeV (black circles) and 35 GeV (red circles) and
medium photon identification criteria with respect to photon candidates re-
constructed offline passing the tight identification selection as a function
of the offline photon transverse energy for |η| <2.37 excluding the tran-
sition region between the barrel and endcap electromagnetic calorimeters
at 1.37< |η| <1.52. The efficiency is measured using events recorded with
a level-1 trigger requiring an electromagnetic cluster with ET > 7 GeV.
No background subtraction is applied. The shown error bars represent the
statistical uncertainty which is calculated using a Bayesian estimate with
Jeffrey’s prior.
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Figure 2: Efficiency of single photon triggers requiring a transverse energy
(ET) greater than 25 GeV (black circles) and 35 GeV (red circles) and
medium photon identification criteria with respect to photon candidates
reconstructed offline passing the tight identification selection as a function
of the offline photon pseudo-rapidity with ET at least 5 GeV above the
trigger threshold. The efficiency is measured using events recorded with
a level-1 trigger requiring an electromagnetic cluster with ET > 7 GeV.
No background subtraction is applied. The shown error bars represent the
statistical uncertainty which is calculated using a Bayesian estimate with
Jeffrey’s prior.
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Figure 5: Efficiency of single photon triggers requiring a transverse energy
(ET) greater than 120 GeV (black circles) and 140 GeV (red circles) and
loose photon identification criteria with respect to photon candidates re-
constructed offline passing the tight identification selection as a function
of the offline photon transverse energy for |η| <2.37 excluding the tran-
sition region between the barrel and endcap electromagnetic calorimeters
at 1.37< |η| <1.52. The efficiency is measured using events recorded with
a level-1 trigger requiring an electromagnetic cluster with ET > 7 GeV.
No background subtraction is applied. The shown error bars represent the
statistical uncertainty which is calculated using a Bayesian estimate with
Jeffrey’s prior.
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First results with 13 TeV (with 50 ns bunch spacing)
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Electrons & 

Rates

Trigger rates for Photon and Electron triggers:

Single electron turn-on and Pseudo-Rapidity coverage
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2 Single electron trigger efficiency
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Figure 3: Efficiencies of the HLT e24 (lh)medium iloose L1EM18VH triggers as a function of the of-
fline electron candidate’s pseudorapidy η (left) and transverse energy ET (right). The offline recon-
structed electron is required to pass cut-based medium or likelihood-based lhmedium identification. The
HLT e24 (lh)medium iloose L1EM18VH trigger requires an electron candidate with ET > 24 GeV satis-
fying the cut-based medium or likelihood-based lhmedium identification and a requirement piso

T
/ET < 0.1

on the relative track isolation calculated within a cone of R = 0.2. Both are seeded by a level-1 trigger
L1 EM18VH that applies an ET dependent veto againt energy deposited in the hadronic calorimeter behind
the electron candidate’s electromagnetic cluster. The efficiencies were measured with a tag-and-probe
method using Z → ee decays with no background subtraction applied. They are compared to expectation
from Z → ee simulation. The error bars show the statistical uncertainties only. The inefficiency in data
primarily arises at the last step of the High Level Trigger selection that requires tracking related and
track - cluster matching criteria.
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Figure 3: Efficiencies of the HLT e24 (lh)medium iloose L1EM18VH triggers as a function of the of-
fline electron candidate’s pseudorapidy η (left) and transverse energy ET (right). The offline recon-
structed electron is required to pass cut-based medium or likelihood-based lhmedium identification. The
HLT e24 (lh)medium iloose L1EM18VH trigger requires an electron candidate with ET > 24 GeV satis-
fying the cut-based medium or likelihood-based lhmedium identification and a requirement piso

T
/ET < 0.1

on the relative track isolation calculated within a cone of R = 0.2. Both are seeded by a level-1 trigger
L1 EM18VH that applies an ET dependent veto againt energy deposited in the hadronic calorimeter behind
the electron candidate’s electromagnetic cluster. The efficiencies were measured with a tag-and-probe
method using Z → ee decays with no background subtraction applied. They are compared to expectation
from Z → ee simulation. The error bars show the statistical uncertainties only. The inefficiency in data
primarily arises at the last step of the High Level Trigger selection that requires tracking related and
track - cluster matching criteria.
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Period A4, 13-14 June 2015

Figure 1: Output rates of single electron triggers as a function of the instan-
taneous luminosity during the 2015 proton-proton data taking at a center-of-
mass energy of 13 TeV and an LHC bunch-crossing interval of 50 ns. These
triggers comprise of hardware-based first-level and software-based high-level
trigger selections, for details see ATLAS-CONF-2012-048. In the first-level
trigger, on top of a minimum pseudorapidity dependent transverse energy
requirement of about 18 GeV (20 GeV) for the (lh)medium ((lh)tight)
triggers, a transverse energy (ET) dependent veto on the energy deposited
in the hadronic calorimeter behind the electromagnetic energy cluster is ap-
plied. For the (lh)tight triggers, a requirement on the energy deposited in
the electromagnetic calorimeter in a ring around the electron cluster candi-
date is also added. In the high-level trigger, an ET threshold of 24 GeV is
required in addition to either a cut-based (medium or tight) or a likelihood
(lhmedium or lhtight) identification of the electron candidate. A require-
ment on the relative track isolation within a cone of R = 0.2 is also applied,
piso
T
/ET < 0.1.
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Figure 2: Output rates of single photon triggers as a function of the instan-
taneous luminosity during the 2015 proton-proton data taking at a center-of-
mass energy of 13 TeV and an LHC bunch-crossing interval of 50 ns. These
triggers comprise of hardware-based first-level and software-based high-level
trigger selections, for details see ATLAS-CONF-2012-048. The triggers re-
quire a transverse energy (ET) threshold of 25 GeV or 35 GeV and either
cut-based loose or medium identification. They also apply at the level-1
an ET dependent veto on the energy deposited in the hadronic calorimeter
behind the electromagnetic energy cluster.
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First results with 13 TeV (with 50 ns bunch spacing)
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Jets

Jet Trigger turn-on curves and efficiency maps

Excellent performance due to 
porting much offline code to the 
High-level trigger system. Now 
apply jet-area-dependent ambient 
energy correction. 
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Single$jet$trigger$turnEon$curves$

21/07/15$ Jet$Trigger$Plots$for$Approval$ 2$

Comparison$of$perEevent$trigger$efficiency$turnEon$curves$between$data$and$MC$simulaJon$(Pythia$8)$for$
events$collected$in$June$2015.$High$level$trigger$(HLT)$jets$are$formed$from$topoEclusters$at$the$
electromagneJc$energy$scale.$The$HLT$jets$are$then$calibrated$to$the$hadronic$scale$by$first$applying$a$jetE
byEjet$area$subtracJon$procedure$followed$by$a$jet$energy$scale$weighJng$that$is$dependent$on$the$HLT$jet$
pt$and$eta.$Each$efficiency$is$determined$using$events$retained$with$a$lower$threshold$trigger$that$is$found$
to$be$fully$efficient$in$the$phase$space$of$interest.$
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21/07/15$ Jet$Trigger$Plots$for$Approval$ 3$

•  Assessment$of$the$spaJal$dependence$of$the$$perEjet$trigger$efficiency$for$a$single$high$level$trigger$
(HLT)$jet$threshold$of$25$GeV$in$the$central$region$of$the$ATLAS$calorimeters$(|eta|$<$3.2)$using$
data$collected$in$June$2015.$The$HLT$jets$are$formed$from$topoEclusters$at$the$electromagneJc$
energy$scale.$The$jets$are$then$calibrated$to$the$hadronic$scale$by$first$applying$a$jetEbyEjet$area$
subtracJon$procedure$followed$by$a$jet$energy$scale$weighJng$that$is$dependent$on$the$HLT$jet$pt$
and$eta.$The$efficiency$is$evaluated$for$an$offline$jet$pT$selecJon$of$30$GeV.$

Single$jet$trigger$efficiency$maps$(I)$
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Single$jet$trigger$efficiency$maps$(II)$

21/07/15$ Jet$Trigger$Plots$for$Approval$ 4$

•  Assessment$of$the$spaJal$dependence$of$the$$perEjet$trigger$efficiency$for$a$single$high$level$trigger$
(HLT)$jet$threshold$of$25$GeV$in$the$forward$region$of$the$ATLAS$calorimeters$(3.2$<$|eta|$<$4.4)$
using$data$collected$in$June$2015.$The$HLT$jets$are$formed$from$topoEclusters$at$the$
electromagneJc$energy$scale.$The$jets$are$then$calibrated$to$the$hadronic$scale$by$first$applying$a$
jetEbyEjet$area$subtracJon$procedure$followed$by$a$jet$energy$scale$weighJng$that$is$dependent$on$
the$HLT$jet$pt$and$eta.$The$efficiency$is$evaluated$for$an$offline$jet$pT$selecJon$of$30$GeV.$



First results with 13 TeV (with 50 ns bunch spacing)
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Tau

Simulated turn-on and first results on rates and first selected taus.
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Level 1 rates before prescale versus the instantaneous luminosity measured by ATLAS for L1 single-tau and 
combined tau+X chains. ‘TAU’, ‘EM’, ‘J’ and ‘XE’ indicate the type of L1 object, tau, electron, jet or missing energy, 
respectively. The digit before these names indicates the object multiplicity, while the digits after correspond to the 
ET requirement, e.g. a L1 ET > 30 GeV for L1 TAU30. ‘IM’ and ‘HI’ indicate that isolation requirements are applied. 
The data have been collected at a center-of-mass energy of 13 TeV in 2015, from the 6th to the 12th of July.
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Comparison of the ATLAS HLT expected single-tau trigger efficiency in Run-I and Run-II simulations. The efficiency is computed 
for offline reconstructed tau candidates with transverse momentum above 20 GeV, one or three tracks and passing the offline 
medium identification criteria [Eur.Phys.J.C75(2015)303] in simulated Z→ ττ events, where one tau lepton decays leptonically 
and the other hadronically. The correspondent online tau candidate is required to have a transverse momentum of at least 35 
GeV, between one and three tracks and passing the online medium identification. The efficiency is plotted as function of the 
transverse momentum of the offline tau candidate. Error bars are statistical uncertainties. The overall improvement in the trigger 
efficiency expected in Run-II is due to the new high-level trigger strategy which includes a  more precise energy calibration, a 
faster tracking and an online identification requirement closer to the one used in the offline tau reconstruction.

HLT Expected Performance
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Transverse momentum and pseudo-rapidity distributions of online tau candidates passing the HLT tau 
trigger with transverse momentum threshold at 35 GeV and online medium identification requirement. 
These tau candidates are observed in W→μν events and are likely to be jets originated from quarks or 
gluons that are reconstructed as tau jets and accepted by the tau trigger. Such fake tau candidates  
represent the dominant source of background in the measurement of the performance of the tau trigger 
for real tau leptons in Z→!! events. Data has been recorded in the first 13 TeV collisions in 2015. Events 
have been selected as described in ATL-COM-PHYS-2015-633. Only statistical uncertainties are shown.

HLT Performance
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Expect big improvement on tau 
efficiencies thanks to more precise 
calibration, faster tracking and 
porting over the offline identification 
requirements to the high level trigger.

Simulated



Simulated Performance with 13 TeV
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MET

New L1 topological trigger that applies pile-up subtraction and calibration 
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Summary of most important changes for all trigger signatures at a glance

Signature Changes

Electrons Improved tracking and isolation.

Photons Better fake separation at the high level trigger, will 
allow to keep thresholds low for physics.

Muons New additional trigger chambers boost acceptance, 
better coincidence logic reduce fakes

Taus Improved calibration, faster tracking and selection 
closer to offline definition

Missing Transverse 
Energy

L1 calibration with topological processor; pile-up 
subtraction algorithms 

Jets Offline and Online definition of jets in synch, 

jet area subtraction



Is the ATLAS trigger system ready for Run 2? 

Thanks to the relentless effort of hundreds of experts during the shutdown the 
ATLAS trigger system was made ready to face the challenges Run II will bring.

16

Yes!

• Rate reduction 
• Efficiency  
• Coverage  
• Stability 

All set goals in terms of

were reached and we are looking forward for a smooth data taking!


