
Results and Prospects 
of 

Reactor Neutrino Experiments 

Kam-Biu Luk 
University of California, Berkeley 

And 
Lawrence Berkeley National Laboratory 

 
LISHEP, Manaus, 5 August 2015 



ν e
/M

eV
/f

is
si

on
 

Resultant νe spectrum 
known to ~4% 

2 

•  Uncertainty in νe yield, ~2%, due to 
–  Thermal power (<1%) 
–  Sampling of fuel 
–  Analysis of fractions of  
     isotopes in samples 

Yield And Energy Spectrum Of Reactor νe   

Calculated fission rate  
of a Palo Verde core 

•  νe from 235U, 239U, and 241Pu fission: 
-  measure β spectrum using thermal  
  neutron induced fission on the isotope 
-  convert β spectrum to νe spectrum  

•  νe from 238U fission: 
-  νe spectrum based on calculation &  
  a measurement  

•  Fission processes in nuclear reactors produce a huge number of  
    low-energy νe: 

        3 GWth generates 6 × 1020 νe per sec 
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Detecting νe With Liquid Scintillator 

νe + p → e+ + n  (prompt) 

→ + p → D + γ(2.2 MeV)    (delayed) 

→  + Gd → Gd* 
                      → Gd + γ’s(8 MeV)  (delayed) 

•  Time- and energy-tagged signal is a good tool to suppress background. 
•  Energy of νe is given by: 

Eν ≈ Te+ + Tn + (mn - mp) + m e+ ≈ Te+ + 1.8 MeV  

  Ιnverse β-decay reaction in (doped) liquid scintillator: 
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Overview 

•  Reactor anti-neutrino experiments have significant 
impacts on neutrino physics: 

–  First observation of (anti)neutrino in 1956 
–  Low-energy 
    antineutrino interaction 

•  Look for ν magnetic moment                                                                                                                                                                                                                                                                

–  Investigation of neutrino                                               
oscillation 

•  The first observation of                                               
disappearance of νe 

•  Determination of θ13 

•  Resolving ν mass hierarchy 
•  Search for sterile neutrinos  
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Neutrino Mixing 
Weak eigenstates are not the same as mass eigenstates 

PMNS (Pontecorvo-Maki-Nakagawa-Sakata) matrix  

Δmij
2 =mi

2 −mj
2

m1 m2 m3

Δm31
2 = Δm32

2 +Δm21
2

        Neutrinos have mass            Physics beyond SM ? 

Mass eigenstates Weak eigenstates 

νe νμ ντ

νe

νµ

ντ

!

"

#
#
#
#

$

%

&
&
&
&

=

Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ 2 Uτ 3

!

"

#
#
#
#

$

%

&
&
&
&

ν1
ν2
ν3

!

"

#
#
##

$

%

&
&
&&

Described by 

θ12   θ23   θ13   

δ



6 

Neutrino Oscillation 
•   Factorize the mixing matrix as: 

•  The survival probability of νe →  νe is: 

   solar ν                             reactor ν                       atmospheric ν
 reactor ν                        accelerator ν                      accelerator ν
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Discoveries of Neutrino Oscillation 

Theoretical Predictions 

1 SNU = 10-36 interaction/atom/s 
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Where Did We Stand Circa 2011 ? 
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Importance of θ13 
•  It is one of the key           

parameters in determining 
the leptonic mixing matrix. 

•   What is νe fraction of ν3?  

•   It is the gateway to CP violation in the neutrino sector: 
P(νµ → νe) – P(νµ → νe) ∝ sin2θ12sin2θ23sin2θ13cosθ13sinδ 

•   Enables new opportunities to resolve the mass hierarchy. 
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Determining θ13 With Reactor νe  
•  Look for disappearance of reactor νe : 

Oscillation due to θ13 
(integrated over Eν) 
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detector 
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detector 

D
isa

pp
ea

ra
nc

e 
pr

ob
ab

ili
ty

Oscillation due to θ12 

P(νe → x) ≈ sin2 2θ13 sin
2 Δmee

2 L
4Eν

$

%
&

'

(
)+ cos4θ13 sin

2 2θ12 sin
2 Δm21

2 L
4Eν

$

%
&

'

(
)

RFar
RNear

=
LNear
LFar

!

"
#

$

%
&

2
NFar

NNear

!

"
#

$

%
&
εFar
εNear

!

"
#

$

%
&
1−PFar
1−PNear

!

"
#

$

%
&

νe rate 1/r2 
number  
of  
protons 

detection 
efficiency 

Yield 
sin22θ13 
& Δm2

ee 

•  Perform relative measurement, 
  for a given Eν [PAN63, 1002 (2000)]: 

sin22θ13 = 0.1 

All correlated errors cancelled and 
enables precise measurements.  

Δmee
2 ≅ Δm31

2 cos2θ12 +Δm32
2 sin2θ12
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Reactor-based θ13 Experiments  

 
Experiment 

Reactor 
Power 
(GWth) 

Flux-weighted 
Baseline (m) 
Near/Far 

Target mass 
(t) 

Near/Far 

Overburden 
(mwe) 

Near/Far 
Daya Bay 17.4 (470,576)/1650 (40,40)/80 (250,265)/860 

Double Chooz 8.5 400/1050 8.3/8.3 120/300 
RENO 16.5 409/1444 16.5/16.5 120/450 

Daya Bay at Daya Bay, China 

Double Chooz at Chooz,  
France 

RENO at Gonggwang, Korea 



R1

R2

Far Detector

Near Detector

~400 m

~1050 m

® Google Maps
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y'
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2 × 4.27 GWth = 8.54 GWth 

Target mass:  8.3t (ready in 2014) 
Overburden: 120mwe 
Event rate: 400/day 

Target mass:  8.3t 
Overburden: 300mwe 
Event rate: 50/day 
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concentration from the EDF database, yielding the relative
contributions to fissions of the main isotopes.

The associated antineutrino flux was computed by using
the improved spectra from Ref. [23], converted from the
Institut Laue-Langevin reference electron spectra [24–26],
and the updated ab initio calculation of the 238U spectrum
[27]. The Institut Laue-Langevin spectra were measured
after irradiating U or Pu for!1 day. Contributions from !
decays with lifetimes longer than 1 day were accounted for
as prescribed in Ref. [27].

The Double Chooz detector system (Fig. 1) consists
of a main detector, an outer veto, and calibration devices.
The main detector comprises four concentric cylindrical
tanks filled with liquid scintillators or mineral oil.
The innermost 8 mm thick transparent (UV to visible)
acrylic vessel houses the 10 m3 "-target liquid, a mixture
of n-dodecane, ortho-phenylxylylethane, 2,5-
diphenyloxazole, bis-(2-methylstyryl)benzene, and 1 g
gadolinium/l as a beta-diketonate complex. The scintillator
choice emphasizes radiopurity and long term stability [28].
The "-target volume is surrounded by the # catcher, a
55 cm thick Gd-free liquid scintillator layer in a second
12 mm thick acrylic vessel, used to detect # rays escaping
from the " target. The light yield of the # catcher was
chosen to provide identical photoelectron (pe) yield across
these two layers [29]. Next is the buffer, a 105 cm thick
mineral oil layer. It shields from radioactivity of photo-
multipliers (PMTs) and of the rock and is an improvement
over CHOOZ [4]. 390 10-inch PMTs [30–32] are installed
on the stainless steel buffer tank inner wall to collect light
from the inner volumes. These three volumes and the
PMTs constitute the inner detector (ID).

Outside the ID, and optically separated from it, is a
50 cm thick ‘‘inner veto’’ liquid scintillator (IV). It is

equipped with 78 8-inch PMTs and functions as a cosmic
muon veto and as a shield to spallation neutrons produced
outside the detector. The detector is surrounded by 15 cm
of demagnetized steel to suppress external # rays. The
main detector is covered by an outer veto system.
The readout is triggered by custom energy sum elec-

tronics [33–35]. The ID PMTs are separated into two
groups of 195 PMTs uniformly distributed throughout the
volume, and the PMT signals in each group are summed.
The signals of the IV PMTs are also summed. If any sum is
above a set energy threshold, the detector is read out with
500 MHz flash-ADC electronics [36,37] with customized
firmware and a deadtime-free acquisition system. Upon
each trigger, a 256 ns interval of the waveforms of both
ID and IV signals is recorded. The low trigger rate
(120 Hz) allowed the ID readout threshold to be set at
350 keV, well below the 1.02 MeV minimum energy of an
IBD positron, greatly reducing the threshold systematics.
The experiment is calibrated by several methods. A

multiwavelength LED-fiber light injection system pro-
duces fast light pulses illuminating the PMTs from fixed
positions. Radio-isotopes 137Cs, 68Ge, 60Co, and 252Cf
were deployed in the target along the vertical symmetry
axis and, in the # catcher, through a rigid loop traversing
the interior and passing along boundaries with the target
and the buffer. The detector was monitored by using spal-
lation neutron captures on H and Gd, residual natural
radioactivity, and daily light injection system runs. The
stability of the peak energy of neutron captures on Gd in
IBD candidates is shown in Fig. 2. The energy response
was found to be stable within 1% over time.
The signature of IBD events is a delayed coincidence

between a prompt positron energy deposition Eprompt and a
delayed energy deposition Edelay due to the neutron capture
on H or Gd within !teþn. The fiducial volume is con-
strained to the target vessel without position cuts by re-
quiring a ""e event to have a capture on Gd, identified by its
emission of!8 MeV in # rays. The analysis compares the
number and energy distribution of detected events to a
prediction based on the reactor data.

FIG. 1 (color online). A cross-sectional view of the Double
Chooz detector system.
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FIG. 2. The peak of the energy of neutron captures on Gd in
IBD events (right scale) and its deviation from its average value
(left scale) as a function of the elapsed (calendar) day.
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Double Chooz Repeated CHOOZ (2012) 

of which are shown in Table III. From the best fit we obtain
a contribution from 9Li reduced by !19% and with an
uncertainty decreased from 52% to 26%. The fast neutron
value is decreased by 5% with almost unchanged
uncertainty.

Figure 4 shows the measured positron spectrum super-
imposed on the expected spectra for the no-oscillation
hypothesis and for the best fit (including fitted
backgrounds).

Combining our result with the T2K [11] and MINOS
[12] measurements leads to 0:003< sin22!13 < 0:219 at
the 3" level.

In summary, Double Chooz has searched for !#e disap-
pearance by using a 10 m3 detector located 1050 m from
two reactors. A total of 4121 events were observed where
4344" 165 were expected for no oscillation, with a signal
to background ratio of # 11:1. In the context of neutrino
oscillations, this deficit leads to sin22!13 ¼ 0:086"
0:041ðstatÞ " 0:030ðsystÞ, based on an analysis using rate

and energy spectrum information. The no-oscillation hy-
pothesis is ruled out at the 94.6% C.L. Double Chooz
continues to run, to reduce statistical and background
systematic uncertainties. A near detector will soon lead
to reduced reactor and detector systematic uncertainties
and to an estimated 1" precision on sin22!13 of !0:02.
We thank all the technical and administrative people

who helped build the experiment and the CCIN2P3 com-
puter center for their help and availability. We thank, for
their participation, the French electricity company EDF,
the European fund FEDER, the Région de Champagne
Ardenne, the Département des Ardennes, and the
Communauté des Communes Rives de Meuse. We ac-
knowledge the support of CEA and CNRS/IN2P3 in
France, MEXT and JSPS of Japan, the Department of
Energy and the National Science Foundation of the
United States, the Ministerio de Ciencia e Innovación
(MICINN) of Spain, the Max Planck Gesellschaft and the
Deutsche Forschungsgemeinschaft DFG (SBH WI 2152),
the Transregional Collaborative Research Center TR27,
the Excellence Cluster ‘‘Origin and Structure of the
Universe’’ and the Maier-Leibnitz-Laboratorium
Garching, the Russian Academy of Science, the
Kurchatov Institute and RFBR (the Russian Foundation
for Basic Research), the Brazilian Ministry of Science,
Technology and Innovation (MCTI), the Financiadora de
Estudos e Projetos (FINEP), the Conselho Nacional de
Desenvolvimento Cientı́fico e Tecnológico (CNPq), the
São Paulo Research Foundation (FAPESP), and the
Brazilian Network for High Energy Physics (RENAFAE)
in Brazil.
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TABLE III. Summary of the effect of a pulls term approach on
the fast neutron and 9Li backgrounds and on the energy scale.
Uncertainty values are in parentheses.

Fast n. bkg (%) 9Li (%) EScale (value)

Rate only 100 (46) 100 (52) 0.997 (0.007)
Rateþ shape 95.2 (38) 81.5 (25.5) 0.998 (0.005)
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FIG. 4 (color online). Top: Expected prompt energy spectra,
including backgrounds, for the no-oscillation case and for the
best fit sin22!13, superimposed on the measured spectrum. Inset:
Stacked histogram of backgrounds. Bottom: Difference between
data and the no-oscillation spectrum (data points) and difference
between the best fit and no-oscillation expectations (curve).
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Absolute measurement with only the Far Detector 

PRL 108, 131801 (2012) 

R = Nobs/Npred = 0.944 ± 0.016 (stat) ± 0.040 (syst)  

sin22θ13 = 0.086 ± 0.041 (stat) ± 0.030 (syst)  
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Daya Bay 
reactors  

Ling Ao 
reactors  

Ling Ao II 
reactors 

EH1 

EH2 

Water 
Hall  

EH3 

LS 
Hall  

 Tunnel  

m

Target mass:  20t × 4 
Overburden: ~860mwe 
Event rate: (~70/day) × 4 
Muon rate: ~0.06 Hz/m2 
B/S: ~3% 

Target mass:   20t × 2 
Overburden: ~265mwe 
Event rate: (~590/day) × 2 
Muon rate: ~0.95 Hz/m2 
B/S: ~1.6% 

Target mass:  20t × 2 
Overburden: ~250 mwe 
Event rate: (~650/day) × 2 
Muon rate: ~1.27 Hz/m2 
B/S: ~2% 

 6 × 2.95 GWth = 17.7 GWth 



Daya Bay : Definitive Results on θ13 (2012)  
16 

With 55 days of data, discovered disappearance of  
reactor νe at short baseline in March 2012: 

  sin22θ13 = 0.092 ± 0.016 (stat) ± 0.005 (syst) 

N
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Best fit sin22θ13 

PRL 108, 171803 (2012) 

R = 0.940 ± 0.011 (stat) ± 0.004 (syst) 

EH1 EH2 EH3 
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Target mass:  16t  
Overburden: ~120 mwe 

6 × 2.73 GWth = 16.4 GWth 

Target mass:  16t  
Overburden: ~450 mwe 

100m 
270m 

70m high 

200m high 

1,380m 290m 

Far Detector 

Near Detector Reactors 

Near Detector 

Far Detector 



Confirmation of Non-zero θ13  
18 

The antineutrino flux depends on thermal power, fission
fractions of the four isotopes, energy released per fission,
and fission and capture cross sections. The uncertainty
associated with the thermal power, provided by the power
plant, is 0.5% per core and fully correlated among the
reactors [24]. The relative fission contributions of the
four main isotopes are evaluated for the fuel cycle with
4%–10% uncertainties, using the Westinghouse ANC
reactor simulation code [25]. The uncertainties of the
fission fraction simulation contribute 0.7% of the !!e yield
per core to the uncorrelated uncertainty. The associated
antineutrino flux is computed based on the !!e yield per
fission [26] and the fission spectra [27–31], leading to a
1.9% correlated uncertainty that has little effect on the "13
determination. The thermal energy released per fission is
given in Ref. [32], and its uncertainty results in a 0.2%
correlated uncertainty.We assume a negligible contribution
of the spent fuel to the uncorrelated uncertainty in this
analysis.

All reactors were mostly in steady operation at the
full power during the data-taking period, except for reactor
2 (R2), which was off for the month of September 2011,
and reactor 1 (R1), which was off from February 23 2012
for fuel replacement. Figure 2 presents the measured
daily rates of IBD candidates after background subtraction
in the near and far detectors. The expected rates assuming
no oscillation, obtained from the weighted fluxes by
the thermal power and the fission fractions of each reactor
and its baseline to each detector, are shown for comparison.

The ratio of measured to expected events in the far
detector is

R ¼ 0:920" 0:009ðstatÞ " 0:014ðsystÞ
which indicates a clear deficit. To determine the value of
sin22"13 from the deficit, a #2 with pull terms on the
correlated systematic uncertainties [33] is used,

#2¼
X

d¼N;F

½Nd
obsþbd'ð1þaþ$dÞ

P6
r¼1ð1þfrÞNd;r

exp(2
Nd

obs

þ
X

d¼N;F

!
$2
d

%$2
d

þ b2d
%b2

d

"
þ
X6

r¼1

!
fr
%r

"
2
; (2)

where d is an index denoting the near detector (N) or
the far detector (F), r corresponds to reactors 1 through
6, Nd

obs is the number of observed IBD candidates in each

detector after background subtraction, and Nd;r
exp is the

number of expected neutrino events, including detection
efficiency, neutrino oscillations, and contribution from the
rth reactor to each detector determined from baseline
distances and reactor fluxes. A global normalization a is
taken free and determined from the fit to the data. Then, a
is constrained by the normalization uncertainty of 2.5%,
coming from correlated uncertainties, to the value obtained
from the fit. The uncorrelated reactor uncertainty is 0.9%
(%r), the uncorrelated detection uncertainty is 0.2% (%$

d),
as listed in Table II, and %b

d is the background uncertainty
listed in Table I. fr, $d, and bd are corresponding pull
parameters.
The best-fit value thus obtained is

sin 22"13 ¼ 0:113" 0:013ðstatÞ " 0:019ðsystÞ; (3)

and excludes the no-oscillation hypothesis at the 4.9 stan-
dard deviation level.
Figure 3 shows the #2 distribution as a function of

sin22"13, and the ratios of the measured reactor neutrino
events, relative to what is expected without oscillation at
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FIG. 2. Measured daily-average rates of reactor neutrinos after
background subtraction in the near and far detectors as a function
of running time. The solid curves are the predicted rates for no
oscillation.

TABLE II. Systematic uncertainties in the reactor neutrino
detection.

Reactor

Uncorrelated Correlated
Thermal power 0.5% '
Fission fraction 0.7% '
Fission reaction cross section ' 1.9%
Reference energy spectra ' 0.5%
Energy per fission ' 0.2%
Combined 0.9% 2.0%

Detection

Uncorrelated Correlated
IBD cross section ' 0.2%
Target protons 0.1% 0.5%
Prompt energy cut 0.01% 0.1%
Flasher cut 0.01% 0.1%
Gd capture ratio 0.1% 0.7%
Delayed energy cut 0.1% 0.5%
Time coincidence cut 0.01% 0.5%
Spill-in 0.03% 1.0%
Muon veto cut 0.02% 0.02%
Multiplicity cut 0.04% 0.06%
Combined (total) 0.2% 1.5%

PRL 108, 191802 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending
11 MAY 2012

191802-4

both detectors. We observe a clear deficit of 8.0% for the
far detector, and of 1.2% for the near detector, concluding a
definitive observation of reactor antineutrino disappear-
ance consistent with neutrino oscillations. The survival
probability due to neutrino oscillation at the best-fit value
is given by the curve.

The observed spectrum of IBD prompt signals in the far
detector is compared to nonoscillation expectations based
on measurements in the near detector in Fig. 4. The spectra
of prompt signals are obtained after subtracting back-
grounds shown in the inset. The disagreement of the spec-
tra provides further evidence of neutrino oscillation.

In summary, RENO has observed reactor antineutrinos
using two identical detectors each with 16 tons of Gd-
loaded liquid scintillator, and a 229 d exposure to six
reactors with total thermal energy 16:5 GWth. In the far
detector, a clear deficit of 8.0% is found by comparing a
total of 17102 observed events with an expectation based
on the near detector measurement assuming no oscillation.
From this deficit, a rate-only analysis obtains sin22!13 ¼
0:113" 0:013ðstatÞ " 0:019ðsystÞ. The neutrino mixing
angle !13 is measured with a significance of 4.9 standard
deviation.

The RENO experiment is supported by the Ministry of
Education, Science and Technology of Korea and the
Korea Neutrino Research Center selected as a Science
Research Center by the National Research Foundation of
Korea (NRF). Some of us have been supported by a fund
from the BK21 of NRF. We gratefully acknowledge the

cooperation of the Yonggwang Nuclear Power Site and the
Korea Hydro & Nuclear Power Co., Ltd. (KHNP). We
thank KISTI’s providing computing and network resources
through GSDC, and all the technical and administrative
people who greatly helped in making this experiment
possible.

[1] B. Pontecorvo, Sov. Phys. JETP 6, 429 (1957); Sov. Phys.
JETP 26, 984 (1968).

[2] Z. Maki, M. Nakagawa, and S. Sakata, Prog. Theor. Phys.
28, 870 (1962).

[3] M. Apollonio et al. (Chooz Collaboration), Phys. Lett. B
466, 415 (1999); Eur. Phys. J. C 27, 331 (2003).

[4] F. Boehm et al. (Palo Verde Collaboration), Phys. Rev.
Lett. 84, 3764 (2000).

[5] P. Adamson et al. (MINOS Collaboration), Phys. Rev. D
82, 051102 (2010).

[6] S. Yamamoto et al. (K2K Collaboration), Phys. Rev. Lett.
96, 181801 (2006).

[7] R. Wendell et al. (Super-Kamiokande Collaboration),
Phys. Rev. D 81, 092004 (2010).

[8] B. Aharmim et al. (SNO Collaboraiton), Phys. Rev. C 81,
055504 (2010).

[9] A. Gando et al. (KamLAND Collaboration), Phys. Rev. D
83, 052002 (2011).

[10] K. Abe et al.. (T2K Collaboration), Phys. Rev. Lett. 107,
041801 (2011).

[11] P. Adamson et al. (MINOS Collaboration), Phys. Rev.
Lett. 107, 181802 (2011).

[12] Y. Abe et al. (Double Chooz Collaboration), Phys. Rev.
Lett. 108, 131801 (2012).

0015

0

Far DetectorFar Detector
Near DetectorNear Detector

Prompt energy [MeV]Prompt energy [MeV]
0 5 1010

E
nt

ri
es

 / 
0.

25
M

eV
E

nt
ri

es
 / 

0.
25

M
eV

0

1010

2020

3030

4040

Prompt energy [MeV]Prompt energy [MeV]
0 5 1010

E
nt

ri
es

 / 
0.

25
M

eV
E

nt
ri

es
 / 

0.
25

M
eV

0

1010

2020

3030

4040 Fast neutronFast neutron
AccidentalAccidental

HeHe8Li/Li/9

Prompt energy [MeV]Prompt energy [MeV]
0 5 1010

Fa
r /

 N
ea

r
Fa

r /
 N

ea
r

0.80.8

1

1.21.2

E
nt

ri
es

 / 
0.

25
M

eV
E

nt
ri

es
 / 

0.
25

M
eV

500500

10001000

FIG. 4. Observed spectrum of the prompt signals in the far
detector compared with the nonoscillation predictions from the
measurements in the near detector. The backgrounds shown in
the inset are subtracted for the far spectrum. The background
fraction is 5.5% (2.7%) for far (near) detector. Errors are statis-
tical uncertainties only. Bottom: The ratio of the measured
spectrum of far detector to the nonoscillation prediction.
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both detectors. We observe a clear deficit of 8.0% for the
far detector, and of 1.2% for the near detector, concluding a
definitive observation of reactor antineutrino disappear-
ance consistent with neutrino oscillations. The survival
probability due to neutrino oscillation at the best-fit value
is given by the curve.

The observed spectrum of IBD prompt signals in the far
detector is compared to nonoscillation expectations based
on measurements in the near detector in Fig. 4. The spectra
of prompt signals are obtained after subtracting back-
grounds shown in the inset. The disagreement of the spec-
tra provides further evidence of neutrino oscillation.

In summary, RENO has observed reactor antineutrinos
using two identical detectors each with 16 tons of Gd-
loaded liquid scintillator, and a 229 d exposure to six
reactors with total thermal energy 16:5 GWth. In the far
detector, a clear deficit of 8.0% is found by comparing a
total of 17102 observed events with an expectation based
on the near detector measurement assuming no oscillation.
From this deficit, a rate-only analysis obtains sin22!13 ¼
0:113" 0:013ðstatÞ " 0:019ðsystÞ. The neutrino mixing
angle !13 is measured with a significance of 4.9 standard
deviation.
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FIG. 4. Observed spectrum of the prompt signals in the far
detector compared with the nonoscillation predictions from the
measurements in the near detector. The backgrounds shown in
the inset are subtracted for the far spectrum. The background
fraction is 5.5% (2.7%) for far (near) detector. Errors are statis-
tical uncertainties only. Bottom: The ratio of the measured
spectrum of far detector to the nonoscillation prediction.
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sin22θ13 = 0.113 ± 0.013 (stat) ± 0.019 (syst)  

R = 0.920 ± 0.009 (stat) ± 0.014 (syst)  

PRL 108, 191802 (2012) 



Latest Result on θ13 From n-H Data 

•  Provided an independent measurement of θ13 
–  Improved analysis & reduced systematic uncertainties 
–  Based on 463 days of data with only far detector 
–  Rate + shape analysis 
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Old:       sin22θ13 = 0.097 ± 0.048 PL B723(2013)66 

Y. Abe et al. / Physics Letters B 723 (2013) 66–70 69

Table 1
Summary of the number of observed IBD candidates and the predic-
tions for the signal and background contributions used as input for
the oscillation fit analysis.

Source Predicted/observed
events

ν̄e prediction (no osc.) 17 690
Accidentals 17 630
Cosmogenic isotopes 680
Fast neutrons 600
Light noise 80

Total prediction 36 680

Observed IBD candidates 36 284

Table 2
Summary of signal and background normalization uncertainties rela-
tive to the predicted signal.

Source Uncertainty [%]

Reactor flux 1.8
Statistics 1.1
Accidental background 0.2
Cosmogenic isotope background 1.6
Fast neutrons 0.6
Light noise 0.1
Energy scale 0.3
Efficiency 1.6

Total 3.1

Table 3
Summary of pull parameters in the oscillation fit. The input values are determined
by measurements, and the best-fit values are outcome of oscillation fit.

Pull parameter Initial
value

Best-fit
value

Cosmogenic isotope [day−1] 2.8±1.2 3.9± 0.6
Fast neutrons [day−1] 2.5±0.5 2.6± 0.4
Energy scale 1.00±0.02 0.99± 0.01
"m2(10−3 eV2) 2.32±0.12 2.31± 0.12

and MC from calibration source deployments in the γ -catcher. In
total, we find an energy scale uncertainty of 1.7%, as compared to
1.1% used in the Gd analysis [6].

The reference Eprompt spectrum is selected from the same reac-
tor power-based ν̄e MC sample generated for the Gd analysis [6].
Systematic uncertainties on the reference spectrum are the same
as for the Gd analysis. We use the Bugey4 measurement to mini-
mize the systematic uncertainty on the reactor neutrino flux pre-
diction [12,6], which is the dominant uncertainty in this analysis.
The no-oscillation expectation for the number of neutrino candi-
dates is 36 680±520, including background. The predicted number
of events for both signal and backgrounds are summarized in Ta-
ble 1, and uncertainties relative to the predicted signal statistics
are shown in Table 2.

To extract sin2 2θ13 we compare both the rate and shape of
the data to the reference Eprompt spectrum in 31 variably sized
energy bins from 0.7 to 12.2 MeV. The fit procedure is identi-
cal to that used in the Gd analysis [3,6], except that we use a
single integration period and include the "r cut efficiency as an
additional source of uncertainty. As in [3,6], the pull parameters
in Table 3 are allowed to vary in the fit, subject to the con-
straints listed on their initial values. We use the MINOS value of
"m2 = (2.32 ± 0.12) × 10−3 eV2 as input for the fit [13]. We find
a best fit of

sin2 2θ13 = 0.097 ± 0.034 (stat.) ± 0.034 (syst.)

Fig. 1. (Color online.) Stacked histogram showing the prompt energy spectrum of
neutrino candidates without background subtraction (black data points with sta-
tistical error bars). The red (grey) line is the best fit oscillation hypothesis. Also
shown are contributions from accidentals (blue cross-hatched), 9Li at the best-fit
rate (green vertical lines), fast neutrons at the best-fit rate (purple diagonal lines),
and correlated light noise (orange horizontal lines).

with χ2/DOF of 38.9/30. As in the Gd analysis [6], we de-
fine statistical error as the portion of the 1 σ error which can
be improved by collecting more data. This includes uncertainty
from our current statistics (see Table 2) and uncertainty on back-
ground shapes. We define systematic error as the uncertainty
which cannot be reduced simply by collecting more data. Fig. 1
shows the complete spectrum of IBD candidates with the fitted
background contributions, while Fig. 2 shows the background-
subtracted Eprompt spectrum along with the best fit. The pull pa-
rameters from the fit are summarized in Table 3 together with
the input values. We have performed a frequentist study to de-
termine the compatibility of the data and the no-oscillation hy-
pothesis. Based on a "χ2 statistic, defined as the difference
between the χ2 at the best fit and at sin2 2θ13 = 0, the data
exclude the no-oscillation hypothesis at 97.4% (2.0σ ). A fit in-
corporating only the rate information yields sin2 2θ13 = 0.044 ±
0.022 (stat.) ± 0.056 (syst.). A simple ratio of observed to expected
signal statistics yields R = 0.978 ± 0.011 (stat.) ± 0.029 (syst.) at
the far site.

The smaller best-fit value of sin2 2θ13 by the rate-only anal-
ysis can be explained by the 9Li background. The fit to the
energy spectrum indicates a larger 9Li background contamina-
tion than the original estimate, although it is consistent within
the systematic uncertainty. If the input 9Li rate is raised to
the best-fit cosmogenic isotope rate in Table 3, about 1 sigma
above the nominal input, the rate-only best fit moves to 0.072 ±
0.055, in closer agreement with our rate + shape standard re-
sult.

In summary, due to the low level of backgrounds achieved in
the Double Chooz detector, we have made the first measurement
of sin2 2θ13 using the capture of IBD neutrons on hydrogen. This
technique enabled us to use a different data set with partially
different systematic uncertainties than that used in the standard
Gd analysis [6]. An analysis based on rate and spectral shape in-
formation yields sin2 2θ13 = 0.097 ± 0.034 (stat.) ± 0.034 (syst.),
which is in good agreement with the result of the Gd analysis
sin2 2θ13 = 0.109 ± 0.030 (stat.) ± 0.025 (syst.) [6]. With increased
statistics and a precise evaluation of the correlation of the system-
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Table 3
Summary of pull parameters in the oscillation fit. The input values are determined
by measurements, and the best-fit values are outcome of oscillation fit.

Pull parameter Initial
value

Best-fit
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Cosmogenic isotope [day−1] 2.8±1.2 3.9± 0.6
Fast neutrons [day−1] 2.5±0.5 2.6± 0.4
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and MC from calibration source deployments in the γ -catcher. In
total, we find an energy scale uncertainty of 1.7%, as compared to
1.1% used in the Gd analysis [6].

The reference Eprompt spectrum is selected from the same reac-
tor power-based ν̄e MC sample generated for the Gd analysis [6].
Systematic uncertainties on the reference spectrum are the same
as for the Gd analysis. We use the Bugey4 measurement to mini-
mize the systematic uncertainty on the reactor neutrino flux pre-
diction [12,6], which is the dominant uncertainty in this analysis.
The no-oscillation expectation for the number of neutrino candi-
dates is 36 680±520, including background. The predicted number
of events for both signal and backgrounds are summarized in Ta-
ble 1, and uncertainties relative to the predicted signal statistics
are shown in Table 2.

To extract sin2 2θ13 we compare both the rate and shape of
the data to the reference Eprompt spectrum in 31 variably sized
energy bins from 0.7 to 12.2 MeV. The fit procedure is identi-
cal to that used in the Gd analysis [3,6], except that we use a
single integration period and include the "r cut efficiency as an
additional source of uncertainty. As in [3,6], the pull parameters
in Table 3 are allowed to vary in the fit, subject to the con-
straints listed on their initial values. We use the MINOS value of
"m2 = (2.32 ± 0.12) × 10−3 eV2 as input for the fit [13]. We find
a best fit of
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Fig. 1. (Color online.) Stacked histogram showing the prompt energy spectrum of
neutrino candidates without background subtraction (black data points with sta-
tistical error bars). The red (grey) line is the best fit oscillation hypothesis. Also
shown are contributions from accidentals (blue cross-hatched), 9Li at the best-fit
rate (green vertical lines), fast neutrons at the best-fit rate (purple diagonal lines),
and correlated light noise (orange horizontal lines).

with χ2/DOF of 38.9/30. As in the Gd analysis [6], we de-
fine statistical error as the portion of the 1 σ error which can
be improved by collecting more data. This includes uncertainty
from our current statistics (see Table 2) and uncertainty on back-
ground shapes. We define systematic error as the uncertainty
which cannot be reduced simply by collecting more data. Fig. 1
shows the complete spectrum of IBD candidates with the fitted
background contributions, while Fig. 2 shows the background-
subtracted Eprompt spectrum along with the best fit. The pull pa-
rameters from the fit are summarized in Table 3 together with
the input values. We have performed a frequentist study to de-
termine the compatibility of the data and the no-oscillation hy-
pothesis. Based on a "χ2 statistic, defined as the difference
between the χ2 at the best fit and at sin2 2θ13 = 0, the data
exclude the no-oscillation hypothesis at 97.4% (2.0σ ). A fit in-
corporating only the rate information yields sin2 2θ13 = 0.044 ±
0.022 (stat.) ± 0.056 (syst.). A simple ratio of observed to expected
signal statistics yields R = 0.978 ± 0.011 (stat.) ± 0.029 (syst.) at
the far site.

The smaller best-fit value of sin2 2θ13 by the rate-only anal-
ysis can be explained by the 9Li background. The fit to the
energy spectrum indicates a larger 9Li background contamina-
tion than the original estimate, although it is consistent within
the systematic uncertainty. If the input 9Li rate is raised to
the best-fit cosmogenic isotope rate in Table 3, about 1 sigma
above the nominal input, the rate-only best fit moves to 0.072 ±
0.055, in closer agreement with our rate + shape standard re-
sult.

In summary, due to the low level of backgrounds achieved in
the Double Chooz detector, we have made the first measurement
of sin2 2θ13 using the capture of IBD neutrons on hydrogen. This
technique enabled us to use a different data set with partially
different systematic uncertainties than that used in the standard
Gd analysis [6]. An analysis based on rate and spectral shape in-
formation yields sin2 2θ13 = 0.097 ± 0.034 (stat.) ± 0.034 (syst.),
which is in good agreement with the result of the Gd analysis
sin2 2θ13 = 0.109 ± 0.030 (stat.) ± 0.025 (syst.) [6]. With increased
statistics and a precise evaluation of the correlation of the system-
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Preliminary n-H Results on θ13 
20 

sin22θ13 = 0.103 ± 0.014 (stat) ± 0.014 (syst)  

With ~400 days of data based on n-H capture 
-  Perform a rate-only analysis on ~54k events (far detector) 
-  Need to control the accidental background well 

Results from n-H IBD sample 

Near'Detector'

preliminary!

Very preliminary  
Rate-only result (B!data!set,!~400!days)!

.)0.014(syst.)0.014(stat0.1032θsin 13
2 ±±=

.)0.025(syst.)0.015(stat0.0952θsin 13
2 ±±=(Neutrino!2014)!

Far'Detector'

preliminary!

←!Removed a soft neutron background  
        and reduced the uncertainty of the accidental background 

S.H.!Seo! 35!

Results from n-H IBD sample 

Near'Detector'

preliminary!

Very preliminary  
Rate-only result (B!data!set,!~400!days)!

.)0.014(syst.)0.014(stat0.1032θsin 13
2 ±±=

.)0.025(syst.)0.015(stat0.0952θsin 13
2 ±±=(Neutrino!2014)!

Far'Detector'

preliminary!

←!Removed a soft neutron background  
        and reduced the uncertainty of the accidental background 

S.H.!Seo! 35!

Relative measurement is crucial ! 



Measurement of sin2θ13 with n-H Data 

neutron-capture on hydrogen: 217 days of data with 6 ADs 
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Independent sin2 2✓13 measurement via n capture on H
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) Spectral analysis in progress
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Double Chooz: Latest n-Gd Results 

467.9 live days of n-Gd events collected at the far site 

22 

Combined :  sin22θ13 = 0.090 ± 0.033 

Reactor Rate Modulation analysis 

15/12/2014

The Double Chooz experiment: Analysis and Results

17/06/2015                                                                   Héctor Gomez – Neutrino Geoscience 2015                                                                        11 / 31

● Far Detector operation and analysis:

● Last analysis for n – Gd capture channel with 467.9 live days of data, published in [1]

[1] JHEP 10 (2014) 086

Rate + Shape (R+S) analysis

Comparison between the observed IBD candidates spectrum and the predicted one
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Rate + shape analysis 
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-0.029 

JHEP 10(2014)086 

H-III Reactor Rate Modulation (RRM) result
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Rate+Spectral Analysis (2015)	
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Far v.s. Near Comparison 

25

* AD 5+6 data points are displaced 
by -50m and 50m for visual clarity
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Collected >106 νe reactions using n-Gd capture with 6 & 8 ADs 
- Over 150,000 IBD events at the far hall 

•  Detected relative deficit 
in rate and relative 
distortion in the spectrum 
are in excellent agreement 
with oscillation  



Latest Results on Oscillation Parameters	
24 

arXiv: 1505.03456, accepted by PRL 

sin22θ13 = 0.084 ± 0.005  
(Statistics: ~70% of total error) 

|Δm2
ee| = (2.42 ± 0.11) × 10-3 eV2 

χ2/ndf = 135/146 

•  Most precise sin22θ13 : 

•  Most precise |Δm2
ee|:    

•  |Δm2
ee| vs |Δm2|  

-  Consistent 
-  Similar precision 

•  Support 3-flavor paradigm 

(Statistics: ~60% of total error) 

)2 eV-3 (1032
2 m∆

2.2 2.4 2.6 2.8 3 3.20

1

2

3

4

5

6

7

SK IV

IceCube

T2K

MINOS/MINOS+

Daya Bay

Normal Mass Hierarchy assumed
Results from Neutrino 2014

Oscillation Results

• Most precise measurement of 
sin22θ13, precision reached < 6%


• Most precise measurement of  
atmospheric mass splitting in 
the electron neutrino 
disappearance channel

• consistent and of comparable 

preciseness with the muon 
neutrino disappearance 
experiments

“A new measurement of antineutrino oscillation 
with the full detector configuration at Daya Bay” 

arXiv:1505.03456, accepted by PRL

sin2 2✓13 = 0.084± 0.005

|�m2
ee| = (2.42± 0.11)⇥ 10�3 eV2

�2/NDF = 134.6/146
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Results from Neutrino 2014

Oscillation Results

• Most precise measurement of 
sin22θ13, precision reached < 6%


• Most precise measurement of  
atmospheric mass splitting in 
the electron neutrino 
disappearance channel

• consistent and of comparable 

preciseness with the muon 
neutrino disappearance 
experiments

“A new measurement of antineutrino oscillation 
with the full detector configuration at Daya Bay” 

arXiv:1505.03456, accepted by PRL

sin2 2✓13 = 0.084± 0.005

|�m2
ee| = (2.42± 0.11)⇥ 10�3 eV2

�2/NDF = 134.6/146



Unambiguous Oscillation Pattern	
25 

Oscillation at atmospheric  
and solar scales are 
beautifully demonstrated 
by reactor antineutrino 
experiments 



Latest n-Gd Results on Oscillation 
26 

sin22θ13 = 0.088 ± 0.008 (stat) ± 0.007 (syst)  

Based on ~800 days of IBD events with n-Gd capture 
    - 470k events (6% bkgd) in near site & ~52k (12% bkgd) in the far hall 
     - Rate + spectral analysis Reactor Neutrino Disappearance on L/E 

S.H.!Seo! Nantes,!2015! 33!

Results from Spectral Fit 

 (work in progress) 

2-32
ee eV 10 ]0.17(syst)0.19(stat)2.52m x±±=Δ [

)0.007(syst)0.008(stat0.0882θsin 13
2 ±±=|Δm2

ee| = [2.52 ± 0.19 (stat) ± 0.17 (syst)] × 10-3 eV2 

Preliminary 



A Brief History of θ13 from Reactor Experiments 
DC:!97!days!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!![1112.6353]!
!!!!!!!!R+S!
!

DB:!49!days!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!![1203.1669]!
RENO:!222!days!!!!!!!!!!!!!!!!!!!!!!!!![1204.0626]!
DC:!228!days!!!!!!!!!!!!!!!!!!!!!!!!!!!!!![1207.6632]!
!!!!!!!!R+S!
DB:!139!days!!!!!!!!!!!!!!!!!!!!!!!!!!!!!![1210.6327]!
DC:!nbH!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!��[1301.2948]!
!!!!!!!!R+S!
!

RENO:!403!days!!!!!!!!!!!!!!!!!!!!!!!![NuTel2013]!
DC:!RRM!analysis!!!!!!!!!!!!!!!!!!!!!���[1305.2734]!
!!!!!!!!R+S!
DB:!190!days!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!��[1310.6732]!
!!!!!!!!R+S!
RENO:!403!days!!!!!!!!!!!!!!!!!!!!!!!!!!!!!��[TAUP2013]!
!

DB:!190!days!nbH!!!!!!!!!!!�����[Moriond2014]!
DC:!469!days!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!�[ν 2014]!
DB:!563!days!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!��[ν!2014]!
RENO:!795!days!!!!!!!!!!!!!!!!!!!!!!!!!!!!!�[ν!2014]!
!!!!!!!!!!!!384!days!nbH!!!!!!!!!!!!!!!!!!!!!!�[ν!2014]!
RENO 384 days n-H                 [NOW 2014] 

S.H.!Seo! Nantes,!2015! 37!

27 

Global Landscape of sin22θ13 



Sin22θ13(Error(projec&on(

BCW( 2(

θ13 : What Lies Ahead ? 
28 

Projected Sensitivity of θ13 & Δmee
2 

 (~800 days) 

0050.±  (5 years of data) (5 % precision)   

 NDM 2015 011008802 13
2 ..sin ±=θ

* Expected precision of |Δmee
 2|:    ~ 0.1×10-3 eV2   

2013. 3  

2013. 9  

2012. 4  

2014. 6  

(5 % precision)   

 (sensitivity goal of θ13 ) 

2015. 6  

21%

Conclusion and outlook

Near detector operating since January 2015
working on two detector analysis to challenge 10 % 1‡-error within ≥ 3 years
more prospects with ND data: one reactor spectrum, cosmogenetic isotope, etc.

Total years of data-taking since April 2011
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Daya Bay 

Double Chooz 

RENO •  Daya Bay will  
–  provide the most 

precise value of θ13 in 
the foreseeable future 

–  still be limited by 
statistics by the end of 
2017 

0.005 

0.003 



value of 7.3σ. These significances were calculated using a
test statistic having fixed values for θ23 and δCP. For any
values for these parameters, consistent with their present
uncertainties, the significance remains above 7σ.
As the precision of this measurement increases, the

uncertainty from other oscillation parameters becomes
increasingly important. The uncertainties on θ23 and
Δm2

32 are taken into account in the fit by adding a Lconst
term and marginalizing the likelihood over θ23 and Δm2

32.
The Lconst term is the likelihood as a function of sin2θ23 and
Δm2

32, obtained from the T2K νμ disappearance measure-
ment [30]. The value of δCP and the hierarchy are held
fixed in the fit. Performing the fit for all values of δCP,
the allowed 68% and 90% C.L. regions for sin22θ13 are
obtained as shown in Fig. 5. For δCP ¼ 0 and normal
(inverted) hierarchy case, the best-fit value with a 68% C.L.
is sin22θ13 ¼ 0.136þ0.044

−0.033 (0.166þ0.051
−0.042). With the current

statistics, the correlation between the νμ disappearance and
νe appearance measurements in T2K is negligibly small.
Constraints on δCP are obtained by combining our results

with the θ13 value measured by reactor experiments. The
additional likelihood constraint term on sin22θ13 is defined
as expf−ðsin22θ13 − 0.098Þ2=½2ð0.0132Þ&g, where 0.098
and 0.013 are the averaged value and the error of sin22θ13
from PDG2012 [9]. The −2Δ ln L curve as a function of
δCP is shown in Fig. 6, where the likelihood is marginalized
over sin22θ13, sin2θ23, and Δm2

32. The combined T2K and
reactor measurements prefer δCP ¼ −π=2. The 90% C.L.
limits shown in Fig. 6 are evaluated by using the Feldman-
Cousins method [31] in order to extract the excluded
region. The data exclude δCP between 0.19π and 0.80π
(−π and−0.97π, and−0.04π and π) with normal (inverted)
hierarchy at 90% C.L.
The maximum value of −2Δ ln L is 3.38 (5.76) at

δCP ¼ π=2 for the normal (inverted) hierarchy case. This
value is compared with a large number of toy MC experi-
ments, generated assuming δCP ¼ −π=2, sin22θ13 ¼ 0.1,

sin2θ23 ¼ 0.5, and Δm2
32 ¼ 2.4 × 10−3 eV2. The MC aver-

aged value of −2Δ ln L at δCP ¼ π=2 is 2.20 (4.10) for the
normal (inverted) hierarchy case, and the probability of
obtaining a value greater or equal to the observed value is
34.1% (33.4%). With the same MC settings, the expected
90% C.L. exclusion region is evaluated to be between
0.35π and 0.63π (0.09π and 0.90π) radians for the normal
(inverted) hierarchy case.
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FIG. 4 (color online). The Erec
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ν analysis.
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FIG. 6 (color online). The −2Δ ln L value as a function of δCP
for normal hierarchy (solid line) and inverted hierarchy (dotted
line). The likelihood is marginalized over sin22θ13, sin2θ23, and
Δm2

32. The solid (dotted) line with markers corresponds to the
90% C.L. limits for normal (inverted) hierarchy, evaluated by
using the Feldman-Cousins method. The δCP regions with values
above the lines are excluded at 90% C.L.
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FIG. 5 (color online). The 68% and 90% C.L. allowed
regions for sin22θ13, as a function of δCP assuming normal
hierarchy (top) and inverted hierarchy (bottom). The solid line
represents the best fit sin22θ13 value for given δCP values. The
values of sin2θ23 and Δm2

32 are varied in the fit with the constraint
from [30]. The shaded region shows the average θ13 value from
the PDG2012 [9].
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Synergy Between Accelerator & Reactor Expts 
29 

PRL 112, 061802 (2014) 
•  Observed 28 νe events  

- expected ~5 if θ13 = 0 
-  unambiguous observation of 
νe appearance (>7 s.d.)  

value of 7.3σ. These significances were calculated using a
test statistic having fixed values for θ23 and δCP. For any
values for these parameters, consistent with their present
uncertainties, the significance remains above 7σ.
As the precision of this measurement increases, the

uncertainty from other oscillation parameters becomes
increasingly important. The uncertainties on θ23 and
Δm2

32 are taken into account in the fit by adding a Lconst
term and marginalizing the likelihood over θ23 and Δm2

32.
The Lconst term is the likelihood as a function of sin2θ23 and
Δm2

32, obtained from the T2K νμ disappearance measure-
ment [30]. The value of δCP and the hierarchy are held
fixed in the fit. Performing the fit for all values of δCP,
the allowed 68% and 90% C.L. regions for sin22θ13 are
obtained as shown in Fig. 5. For δCP ¼ 0 and normal
(inverted) hierarchy case, the best-fit value with a 68% C.L.
is sin22θ13 ¼ 0.136þ0.044

−0.033 (0.166þ0.051
−0.042). With the current

statistics, the correlation between the νμ disappearance and
νe appearance measurements in T2K is negligibly small.
Constraints on δCP are obtained by combining our results

with the θ13 value measured by reactor experiments. The
additional likelihood constraint term on sin22θ13 is defined
as expf−ðsin22θ13 − 0.098Þ2=½2ð0.0132Þ&g, where 0.098
and 0.013 are the averaged value and the error of sin22θ13
from PDG2012 [9]. The −2Δ ln L curve as a function of
δCP is shown in Fig. 6, where the likelihood is marginalized
over sin22θ13, sin2θ23, and Δm2

32. The combined T2K and
reactor measurements prefer δCP ¼ −π=2. The 90% C.L.
limits shown in Fig. 6 are evaluated by using the Feldman-
Cousins method [31] in order to extract the excluded
region. The data exclude δCP between 0.19π and 0.80π
(−π and−0.97π, and−0.04π and π) with normal (inverted)
hierarchy at 90% C.L.
The maximum value of −2Δ ln L is 3.38 (5.76) at

δCP ¼ π=2 for the normal (inverted) hierarchy case. This
value is compared with a large number of toy MC experi-
ments, generated assuming δCP ¼ −π=2, sin22θ13 ¼ 0.1,

sin2θ23 ¼ 0.5, and Δm2
32 ¼ 2.4 × 10−3 eV2. The MC aver-

aged value of −2Δ ln L at δCP ¼ π=2 is 2.20 (4.10) for the
normal (inverted) hierarchy case, and the probability of
obtaining a value greater or equal to the observed value is
34.1% (33.4%). With the same MC settings, the expected
90% C.L. exclusion region is evaluated to be between
0.35π and 0.63π (0.09π and 0.90π) radians for the normal
(inverted) hierarchy case.
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ν analysis.
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•  Used sin22θ13 = 0.098±0.013 
  (PDG 2012) to constrain δCP : 

preferred 

excluded 
excluded 



Search For Light Sterile Neutrino 

P(νe →νe ) ≅1− sin
2 2θ14 sin
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217 days of 6-AD data 

•  Multiple baselines and detectors 
-  cover a broad mass range to search for sterile neutrino 
-  relative measurement of energy spectra reduces systematic errors 

Best limit in  
this region 

Excluded 
region 

PRL 113, 141802 (2014) 



Tackling Mass Hierarchy With Reactor νe  
•  Survival probability of νe is given by: 

31 

P(νe →νe ) =1−P21 −P31 −P32

             P21 = cos
4θ13 sin

2 2θ12 sin
2 Δm21

2 L
4E

$

%
&

'

(
)

             P31 = cos
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Reactor neutrino to determine MH

3

S.T. Petcov et al., PLB533(2002)94 
S.Choubey et al., PRD68(2003)113006 
J. Learned et al., hep-ex/0612022 L. 

Zhan, Y. Wang, J. Cao, L. Wen, 
PRD78:111103, 2008 
PRD79:073007, 2009 

50000 events 

L = 60 km 
sin22θ13 = 0.1 

•  Large θ13 enables 
determination of 
mass hierarchy with 
reactors  

•  Need high statistics and excellent energy measurement. 



JUNO in China 
32 

Yangjiang NPP 
(under construction) 

6 x 2.9 GWth 

Taishan NPP 
(under construction) 

4 x 4.6 GWth	

Overburden: 700 m 
Detector: 20 kt LS 

� A large (D>35m) detector in the water pool 
z Mechanics, optics, chemistry, cleanness, assembly, …

� Default option: acrylic sphere + stainless steel truss
z Independent designs from multiple groups
z Acrylic performances research: strength, bonding, aging, creep 
z Connecting point R&D, making a part of sphere 

Central Detector (1)

2014/9/9 NOW2014 10

Stress analysis

Deflection analysis

0.1g seismic load Double nonlinearity

Aging test Connecting point test

53 km	
53 km	

•  Carry out detector R&D now. 
•  Aim for energy resolution of 3%/√E  
•  Civil construction began in January 2015. 
•  Begin data taking in 2020. 



Far Detector 

Near Detector 

RENO-50 
18 kton LS Detector       

~47 km from YG reactors  

Mt. Guemseong (450 m) 
~900 m.w.e. overburden 

30 m 

32 m 

30 m
 

32 m
 

LS (18 kton) 
15000 20” PMTs (67%) 

Mineral Oil 

37 m 

37 m
 

Water 1000 20” OD PMTs 



Scientific Potential of JUNO/RENO-50 

•  Resolve the mass hierarchy 
–  ~4 standard-deviation discrimination in 6 years  

•  Precision determination of neutrino-mixing parameters 

34 

Current 
fractional precision  

JUNO/
RENO-50 

sin22θ12 3% 0.7% 
Δm2

21 3% 0.6% 
Δm2

31 2.5% 0.6% 

•  Search for supernova neutrinos 
–  ~5000 events for supernovae occur at 8 kpc 

•  Study geo-neutrinos 



Reactor Antineutrino Anomaly 
35 

•  Reactor antineutrino flux at short distance is ~5% smaller 
–  New calculations yielded 3% more flux  

•  Mention etal., PRD83(2011)054615 and update (2012) 
•  Huber PRC84(2011)024617 

–  Included contributions from long-lived isotopes  
–  Measured neutron lifetime has decreased, leading to larger σ(IBD).  

NJP13(2011)063004 



Absolute νe Flux 

•  Flux-weighted baseline of 3 detectors in near halls = 573 m 
•  Mean fission fractions of data set: 

          235U: 238U : 239Pu : 241Pu = 0.586: 0.076: 0.288: 0.050 
•  Daya Bay’s result is consistent with those obtained at very 

short baselines: 

36 

Absolute Flux Measurement 

Zhe Wang 12 

H
ub

er
+M
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r 

Daya Bay: 
R = 0.947 ± 0.022 

Previous average: 
R = 0.943 ± 0.008 (exp) 



Sterile Neutrino As A Solution 

Reactor anti-neutrino anomaly may be due to  
sterile-active neutrino oscillation with Δm2 ~ 1 eV2: 

37 



Reactor-based Initiatives 
•  Very short-baseline reactor neutrino experiments & 

proposals to look for νe disappearance 

38 

•  Challenge: beat down background from reactor & cosmic ray 
M. Pallavicini M.(Pallavicini(

Look(for(νe(disappearnce(from(reactor(anBaneutrinos(with(detectors(of(various(
efficiencies,(size,(fixed(or(movable(baseline,(and(reactors(of(varying(power(
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 CLσPhase I @ HFIR, 1 year live-time, 3
 CLσPhase II @ HFIR, 3 years live-time, 5

Reactor Anomaly, 95% CL
 Disappearance Exps, 95% CL

e
νAll 

 PROSPECT 

2 Detectors + 1 Reactor 
near detector @ 

~7 m 
Far detector  

@ ~18 m 

reactor core 

arXiv:1309.7647 

Near Near+Far 

HFIR @ ORNL 

Baseline/Energy (m/MeV)
0 1 2 3 4 5 6 7O

sc
ill

at
ed

/U
no

sc
ill

at
ed

0.86
0.88
0.90
0.92
0.94
0.96
0.98
1.00
1.02

2Mass Splitting: 1.00 eV
1 Detector, 1 year
2 Detectors, 1 yearNear Only Near + Far 

Map out L/E oscillations 

•  2015: Measurement with near detector 
•  2016-18: Definitive measurement (5σ) 
                    with near+far detectors  



Unexpected Excess Near 5 MeV in Spectrum 
40 

Prediction: Huber+Mueller 

15/12/2014

The Double Chooz experiment: Analysis and Results

17/06/2015                                                                   Héctor Gomez – Neutrino Geoscience 2015                                                                        11 / 31

● Far Detector operation and analysis:

● Last analysis for n – Gd capture channel with 467.9 live days of data, published in [1]

[1] JHEP 10 (2014) 086

Rate + Shape (R+S) analysis

Comparison between the observed IBD candidates spectrum and the predicted one

sin
2(2θ

13
)=0.090−0.029

+0.032 (stat+sys)

5

the oscillation analysis of the same data [16]. The detector277

response was determined in two ways. The first method se-278

quentially applied a simulation of energy loss in the inactive279

acrylic vessels, and analytical models of energy scale and en-280

ergy resolution. The energy scale model was based on em-281

pirical characterization of the spatial non-uniformity and the282

energy non-linearity with improved calibration of the scintil-283

lator light yield and the electronics response [35]. The energy284

scale uncertainty was about 1% in the energy range of reac-285

tor antineutrinos [35]. The second method used full-detector286

simulation with the detector response tuned with the calibra-287

tion data. Both methods produced consistent predictions for288

prompt energies above 1.25 MeV. Around 1 MeV, there was a289

slight discrepancy due to different treatments of IBD positrons290

that interact with the inner acrylic vessels. Additional uncer-291

tainty below 1.25 MeV was included to cover this discrepancy.292

Prompt Positron Energy (MeV)2 4 6 8

En
tri

es
 / 

25
0 

ke
V

5000

10000

15000

20000
Data
Full uncertainty
Reactor uncertainty
ILL+Vogel

(A)

Integrated

2 4 6 8

Ra
tio

 to
 P

re
di

ct
io

n

0.8

0.9

1

1.1

1.2 (B)

(H
ub

er
 +

 M
ue

lle
r)

Prompt Energy (MeV)
2 4 6 8

 c
on

tri
bu

tio
n

2 χ 4−

2−

0

2

4 (C)

 ) iχ∼
( 

(1
 M

eV
 w

in
do

w
)

Lo
ca

l p
-v

al
ue

6−10

5−10

4−10

3−10

2−10

1−10
1

FIG. 2. (Panel A) Predicted and measured prompt energy spectra.
The prediction is based on the Huber+Mueller model and normal-
ized to the number of measured events. The highest energy bin con-
tains all events above 7 MeV. The gray hatched and red filled bands
represent the square-root of diagonal elements of the covariance ma-
trix (

p
Vii) for the reactor related and the full (reactor, detector and

background) systematic uncertainties, respectively. The error bars
on the data points represent the statistical uncertainty. (Panel B) Ra-
tio of the measured prompt energy spectrum to the predicted spec-
trum (Huber+Mueller model). The blue curve shows the ratio of the
prediction based on the ILL+Vogel model to that based on the Hu-
ber+Mueller model. (Panel C) The defined �2 distribution ( e�i) of
each bin (black dashed curve) and local p-values for 1-MeV energy
windows (magenta solid curve). See the text for the definitions of
these quantities.

Figure 2 shows the comparison of the observed prompt en-293

ergy spectrum with the predictions. The predicted spectra294

were normalized to the measurement thus removing the de-295

pendence on the total rate. Agreement between a prediction296

and the data was quantified with the �2 defined as297

�2 =
X

i,j

(Nobs

i �Npred

i )V �1

ij (Nobs

j �Npred

j ), (4)

where Nobs(pred)

i is the observed (predicted) number of events298

at the i-th prompt energy bin and V is the covariance ma-299

trix that includes all statistical and systematic uncertainties.300

The systematic uncertainty portion of the covariance matrix301

V was estimated using simulated data sets with randomly302

fluctuated detector response, background contributions, and303

reactor-related uncertainties, while the statistical uncertainty304

portion was calculated analytically. A comparison to the Hu-305

ber+Mueller model yielded a �2/NDF, where NDF is the num-306

ber of degrees of freedom, of 43.2/24 in the full energy range307

from 0.7 to 12 MeV, corresponding to a 2.6� discrepancy. The308

ILL+Vogel model showed a similar level of discrepancy from309

the data at 2.4�.310

The ratio of the measured to predicted prompt energy spec-311

tra is shown in panel B of Fig. 2. A discrepancy is apparent312

around 5 MeV. Two approaches were adopted to evaluate the313

significance of local discrepancies. The first was based on the314

�2 contribution of each energy bin, which is evaluated by315

e�i =
Nobs

i �Npred

i���Nobs

i �Npred

i

���

sX

j

�2

ij ,

where �2

ij ⌘ (Nobs

i �Npred

i )V �1

ij (Nobs

j �Npred

j ).

(5)

As shown in panel C of Fig. 2, there is a larger contribution316

around 5 MeV. In the second approach, the significance of317

the deviations are conveyed with p-values calculated with lo-318

cal energy windows. A free-floating nuisance parameter for319

the normalization of each bin within a chosen energy window320

was introduced to the fitter that was used in the neutrino oscil-321

lation analysis. The difference in the minimum �2 before and322

after introducing these nuisance parameters was used to evalu-323

ate the p-value of the deviation from the theoretical prediction324

within each window. The p-values with a 1-MeV energy win-325

dow are shown in panel C of Fig. 2. Moreover, the p-value326

for a 2-MeV window between 4 and 6 MeV was 5.4 ⇥ 10�5,327

which corresponds to a 4.0� deviation. The ILL+Vogel model328

showed a similar level of discrepancy between 4 and 6 MeV.329

The number of events in excess of the predictions in the 4-330

6 MeV region was estimated to comprise approximately 1%331

of all events in both the near and far detectors. This excess332

is approximately 10% of events within the 4-6 MeV region.333

This discrepancy was found to be time-independent and cor-334

related with reactor power, therefore disfavoring hypotheses335

involving detector response and unknown backgrounds. A re-336

cent ab-initio calculation of the antineutrino spectrum showed337

a similar deviation from previous predictions in the 4-6 MeV338

region [36], and identified prominent fission daughter iso-339

topes as a potential explanation, as was similarly discussed in340

Ref. [37]. A recent evaluation of uncertainties in forbidden de-341

cays suggested an additional 4% uncertainty in both the yield342

5

the oscillation analysis of the same data [16]. The detector277

response was determined in two ways. The first method se-278

quentially applied a simulation of energy loss in the inactive279

acrylic vessels, and analytical models of energy scale and en-280

ergy resolution. The energy scale model was based on em-281

pirical characterization of the spatial non-uniformity and the282

energy non-linearity with improved calibration of the scintil-283

lator light yield and the electronics response [35]. The energy284

scale uncertainty was about 1% in the energy range of reac-285

tor antineutrinos [35]. The second method used full-detector286

simulation with the detector response tuned with the calibra-287

tion data. Both methods produced consistent predictions for288

prompt energies above 1.25 MeV. Around 1 MeV, there was a289

slight discrepancy due to different treatments of IBD positrons290

that interact with the inner acrylic vessels. Additional uncer-291

tainty below 1.25 MeV was included to cover this discrepancy.292
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FIG. 2. (Panel A) Predicted and measured prompt energy spectra.
The prediction is based on the Huber+Mueller model and normal-
ized to the number of measured events. The highest energy bin con-
tains all events above 7 MeV. The gray hatched and red filled bands
represent the square-root of diagonal elements of the covariance ma-
trix (

p
Vii) for the reactor related and the full (reactor, detector and

background) systematic uncertainties, respectively. The error bars
on the data points represent the statistical uncertainty. (Panel B) Ra-
tio of the measured prompt energy spectrum to the predicted spec-
trum (Huber+Mueller model). The blue curve shows the ratio of the
prediction based on the ILL+Vogel model to that based on the Hu-
ber+Mueller model. (Panel C) The defined �2 distribution ( e�i) of
each bin (black dashed curve) and local p-values for 1-MeV energy
windows (magenta solid curve). See the text for the definitions of
these quantities.

Figure 2 shows the comparison of the observed prompt en-293

ergy spectrum with the predictions. The predicted spectra294

were normalized to the measurement thus removing the de-295

pendence on the total rate. Agreement between a prediction296

and the data was quantified with the �2 defined as297
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i �Npred
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j �Npred

j ), (4)

where Nobs(pred)

i is the observed (predicted) number of events298

at the i-th prompt energy bin and V is the covariance ma-299

trix that includes all statistical and systematic uncertainties.300

The systematic uncertainty portion of the covariance matrix301

V was estimated using simulated data sets with randomly302

fluctuated detector response, background contributions, and303

reactor-related uncertainties, while the statistical uncertainty304

portion was calculated analytically. A comparison to the Hu-305

ber+Mueller model yielded a �2/NDF, where NDF is the num-306

ber of degrees of freedom, of 43.2/24 in the full energy range307

from 0.7 to 12 MeV, corresponding to a 2.6� discrepancy. The308

ILL+Vogel model showed a similar level of discrepancy from309

the data at 2.4�.310

The ratio of the measured to predicted prompt energy spec-311

tra is shown in panel B of Fig. 2. A discrepancy is apparent312

around 5 MeV. Two approaches were adopted to evaluate the313

significance of local discrepancies. The first was based on the314
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As shown in panel C of Fig. 2, there is a larger contribution316

around 5 MeV. In the second approach, the significance of317

the deviations are conveyed with p-values calculated with lo-318
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tion data. Both methods produced consistent predictions for288
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The prediction is based on the Huber+Mueller model and normal-
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represent the square-root of diagonal elements of the covariance ma-
trix (

p
Vii) for the reactor related and the full (reactor, detector and

background) systematic uncertainties, respectively. The error bars
on the data points represent the statistical uncertainty. (Panel B) Ra-
tio of the measured prompt energy spectrum to the predicted spec-
trum (Huber+Mueller model). The blue curve shows the ratio of the
prediction based on the ILL+Vogel model to that based on the Hu-
ber+Mueller model. (Panel C) The defined �2 distribution ( e�i) of
each bin (black dashed curve) and local p-values for 1-MeV energy
windows (magenta solid curve). See the text for the definitions of
these quantities.
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Direct calculation of νe spectrum based on nuclear databases 
   - combine νe spectra of >6000 beta decays of >1000 daughter isotopes 
      in the fission processes 

•  Excess of νe events 
    come from: 
        96Y, 92Rb. 342Cs,  
        97Y, 93Rb, 100Nb,  
     140Cs, 95Sr 
 
•  Predicts many fine 

spectral structures 
    due to Coulomb  
    correction of  
    β-decay that most  
    parametrizations  
    miss 

of any initial fission daughter. On average, the daughter
isotopes of each fission undergo six beta decays until
reaching stability. For short-lived isotopes, the decay rate
Ri is approximately equal to the fission rate Rf

p of the parent
isotope p times the cumulative yield of the isotope i,

Ri ≃
X

p

Rf
pYc

pi: ð2Þ

The Evaluated Nuclear Data File (ENDF) B.VII.1 compiled
nuclear data contain tables of the cumulative fission yields of
1325 fission daughter isotopes, including relevant nuclear
isomers [18,19]. Evaluated nuclear structure data files
(ENSDF) provide tables of known beta decay end-point
energies and branching fractions for many isotopes [20].
Over 4000 beta decay branches having end points above
the 1.8 MeV inverse beta decay threshold are found. The
spectrum of each beta decay SijðEνÞ was calculated includ-
ing Coulomb [21], radiative [22], finite nuclear size, and
weak magnetism corrections [13]. In the following calcu-
lations, we begin by assuming that all decays have the
allowed Gamow-Teller spectral shapes. The impact of
forbidden shape corrections will be discussed later in the text.
The upper panel of Fig. 1 shows the β− spectrum per

fission of 235U calculated according to Eq. (1). The β−

spectrum measured in the 1980s using the BILL spectrom-
eter is shown for comparison [6]. Both spectra are absolutely
normalized in units of electrons per MeV per fission. The
lower panel shows the calculated νe spectrum for a nominal
nuclear fuel with relative fission rates of 0.584, 0.076, 0.29,
0.05 respectively for the parents 235U, 238U, 239Pu, 241Pu.
The spectra have been weighted by the cross section of
inverse beta decay to more closely correspond to the spectra
observed by experiments. Prediction of the νe spectrum by
β− conversion of the BILL measurements [11,12] shows a
different spectral shape. In particular, there is an excess
near 6 MeV in our calculated spectrum not shown by the
β− conversion method. Note that the hybrid approach of
Ref. [11] used the ab initio calculation to predict most of
the β− and νe spectra, but additional fictional β− branches
were added so that the overall electron spectra would match
the BILL measurements. The corresponding νe spectra for
these branches were estimated using the β− conversion
method. Since this method is constrained to match the BILL
measurements, it is grouped with the other β− conversion
predictions. An alternate ab initio calculation presented in
Ref. [17] is consistent with our prediction below 5 MeV, but
deviates at 6 MeV.
The significant differences between the calculation and

BILL measurements are generally attributed to the system-
atic uncertainties in the ab initio calculation. The 1σ
uncertainty bands presented here include only the stated
uncertainties in the cumulative yields and branching frac-
tions. Three additional systematic uncertainties are promi-
nent but not included: data missing from nuclear databases,
biased branching fractions, and beta decay spectral shape
corrections.

Missing data.—It is possible that the ENDF/B tabulated
fission yields lack data on rare and very short-lived isotopes
far from the region of nuclear stability. In Ref. [16], it was
argued that this missing data would favor higher-energy
decays. For the known fission daughters, ∼6% of the
yielded isotopes have no measured beta decay information.
Both of these effects result in an underprediction of the νe
spectrum at all energies.
Biased branching fractions.—The branching informa-

tion of known isotopes may be incomplete or biased.
For example the Pandemonium effect can cause a system-
atic bias, enhancing branching fractions at higher energies
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FIG. 1 (color online). (a) Ab initio nuclear calculation of the
cumulative β− energy spectrum per fission of 235U exposed to
thermal neutrons (solid red), including 1σ uncertainties due to
fission yields and branching fractions. The measured β− spectrum
from Ref. [6] is included for reference (dashed blue). (b) Ratios of
each spectrum relative to the BILL measurement. (c) The corre-
sponding ν̄e spectrum per fission in a nominal reactor weighted by
the inverse beta decay cross section (solid red), compared with that
obtained by the β− conversion method (dashed blue [12], dotted
green [11]), and an alternate ab initio calculation (dash-dotted
blue-green [17]). See text for discussion of uncertainties. (d) Ratios
of each relative to the Huber calculation. Measurements of the
positron spectra (green [23], brown [24], black [25]) are similar to
our ab initio calculation, assuming the approximate relation
Eν̄≃Eeþþ0.8MeV.To comparewith the calculated spectral shape,
measurement normalizations were adjusted approximately −5%.
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of any initial fission daughter. On average, the daughter
isotopes of each fission undergo six beta decays until
reaching stability. For short-lived isotopes, the decay rate
Ri is approximately equal to the fission rate Rf

p of the parent
isotope p times the cumulative yield of the isotope i,

Ri ≃
X

p

Rf
pYc

pi: ð2Þ

The Evaluated Nuclear Data File (ENDF) B.VII.1 compiled
nuclear data contain tables of the cumulative fission yields of
1325 fission daughter isotopes, including relevant nuclear
isomers [18,19]. Evaluated nuclear structure data files
(ENSDF) provide tables of known beta decay end-point
energies and branching fractions for many isotopes [20].
Over 4000 beta decay branches having end points above
the 1.8 MeV inverse beta decay threshold are found. The
spectrum of each beta decay SijðEνÞ was calculated includ-
ing Coulomb [21], radiative [22], finite nuclear size, and
weak magnetism corrections [13]. In the following calcu-
lations, we begin by assuming that all decays have the
allowed Gamow-Teller spectral shapes. The impact of
forbidden shape corrections will be discussed later in the text.
The upper panel of Fig. 1 shows the β− spectrum per

fission of 235U calculated according to Eq. (1). The β−

spectrum measured in the 1980s using the BILL spectrom-
eter is shown for comparison [6]. Both spectra are absolutely
normalized in units of electrons per MeV per fission. The
lower panel shows the calculated νe spectrum for a nominal
nuclear fuel with relative fission rates of 0.584, 0.076, 0.29,
0.05 respectively for the parents 235U, 238U, 239Pu, 241Pu.
The spectra have been weighted by the cross section of
inverse beta decay to more closely correspond to the spectra
observed by experiments. Prediction of the νe spectrum by
β− conversion of the BILL measurements [11,12] shows a
different spectral shape. In particular, there is an excess
near 6 MeV in our calculated spectrum not shown by the
β− conversion method. Note that the hybrid approach of
Ref. [11] used the ab initio calculation to predict most of
the β− and νe spectra, but additional fictional β− branches
were added so that the overall electron spectra would match
the BILL measurements. The corresponding νe spectra for
these branches were estimated using the β− conversion
method. Since this method is constrained to match the BILL
measurements, it is grouped with the other β− conversion
predictions. An alternate ab initio calculation presented in
Ref. [17] is consistent with our prediction below 5 MeV, but
deviates at 6 MeV.
The significant differences between the calculation and

BILL measurements are generally attributed to the system-
atic uncertainties in the ab initio calculation. The 1σ
uncertainty bands presented here include only the stated
uncertainties in the cumulative yields and branching frac-
tions. Three additional systematic uncertainties are promi-
nent but not included: data missing from nuclear databases,
biased branching fractions, and beta decay spectral shape
corrections.

Missing data.—It is possible that the ENDF/B tabulated
fission yields lack data on rare and very short-lived isotopes
far from the region of nuclear stability. In Ref. [16], it was
argued that this missing data would favor higher-energy
decays. For the known fission daughters, ∼6% of the
yielded isotopes have no measured beta decay information.
Both of these effects result in an underprediction of the νe
spectrum at all energies.
Biased branching fractions.—The branching informa-

tion of known isotopes may be incomplete or biased.
For example the Pandemonium effect can cause a system-
atic bias, enhancing branching fractions at higher energies
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FIG. 1 (color online). (a) Ab initio nuclear calculation of the
cumulative β− energy spectrum per fission of 235U exposed to
thermal neutrons (solid red), including 1σ uncertainties due to
fission yields and branching fractions. The measured β− spectrum
from Ref. [6] is included for reference (dashed blue). (b) Ratios of
each spectrum relative to the BILL measurement. (c) The corre-
sponding ν̄e spectrum per fission in a nominal reactor weighted by
the inverse beta decay cross section (solid red), compared with that
obtained by the β− conversion method (dashed blue [12], dotted
green [11]), and an alternate ab initio calculation (dash-dotted
blue-green [17]). See text for discussion of uncertainties. (d) Ratios
of each relative to the Huber calculation. Measurements of the
positron spectra (green [23], brown [24], black [25]) are similar to
our ab initio calculation, assuming the approximate relation
Eν̄≃Eeþþ0.8MeV.To comparewith the calculated spectral shape,
measurement normalizations were adjusted approximately −5%.
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Summary 

•  Nuclear reactors continue to be excellent tools and have 
played a key role for studying neutrino physics. 

•  Reactor antineutrino experiments are essential for 
–  Determination of the mixing angle θ12, θ13, and Δm2 

–  Search for light sterile neutrinos 
–  Address the neutrino mass hierarchy problem 
 

•  There are still unresolved details in nuclear physics for 
understanding the flux and spectrum of reactor 
antineutrinos. 

•  Future of reactor antineutrino experiment is bright! 
 


