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•  Experimental Interaction Region 
–  One of critical areas defining FCC-hh 

performance  

•  The design team is arranging itself 
to undertake design studies 
–  EU funded EuroCirCol project is 

enabling start of collaboration 
–  EuroCirCol WP3 (IR) design work:  

•  JAI, Cockcroft Inst., INFN, EPFL, CERN 
•  IR design collaboration will include 

many more partner labs and institutions  

Disposition 
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•  FCC experimental insertion region design is critical 
for achieving the required luminosity and to control 
the beam background for the FCC experiments 
–  The main goal is to optimise the luminosity per beam current 

to ensure that beam induced radiation does not compromise 
the experiments or affect collider operation 

•  Design tasks of EuroCirCol IR Work Package 
–  Development of the interaction region lattice 

•  JAI/Oxford (lead), CERN, task 3.2 

–  Design of machine detector interface  
•  CI/Manchester (lead), INFN, CERN, task 3.3  

–  Study of beam-beam interaction  
•  EPFL (lead), CERN, task 3.4 

Motivation, design goals, tasks 
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•  IR lattice development (3.2: JAI/Oxford (lead), CERN) 
–  Develop the collision optics for the IR aiming for min beam sizes 
–  Aim at reaching higher luminosity at limited beam current 
–  Care about limits of magnet performance and non-linear optics effects 
–  Take into account radiation in IR estimated in MDI task 
–  Develop of the IR optics at injection and ramping to collision energy 
–  Provide input for the choice of beam current and for setting boundaries 

for the accelerator magnet design  
•  Design MDI 
•  Study of beam-beam interaction 

Goals of IR WP tasks 
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•  IR lattice development 
•  Design MDI (3.3: CI/Manchester (lead), INFN, CERN) 

–  Ensure that collider design is consistent with the detector performance 
–  Determine the required apertures for the detector 
–  Integrate detector components into the IR optics  
–  Evaluate impact of debris from collimation system on IR 
–  Optimise IR system together with other relevant tasks 
–  Study the impact of synchrotron radiation on IR and develop mitigations 
–  Study colliding beams debris in IR and develop shielding concepts  

•  Study of beam-beam interaction 

Goals of IR WP tasks 
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•  IR lattice development 
•  Design MDI 
•  Study of beam-beam interaction (3.4: EPFL (lead), CERN) 

–  Simulate the dynamic aperture and instabilities in the presence of 
beam-beam collisions for different design options 

–  Study round and flat beam options and identify the acceptable limit to 
the beam-beam interaction 

–  Explore methods to reduce the impact of beam-beam interactions (wire 
compensation schemes, electron lenses and crab cavities, etc.) 

–  Identify and explore potential interactions of beam-beam effects with 
impedance related beam instabilities 

–  Give input to a selection of preferred circulating beam currents and 
crossing angles at IR 

Goals of IR WP tasks 
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•  The EuroCirCol EU project gives start to build-up 
of design teams to the needed capacity 
–  Hiring postdocs, getting graduate students 
–  After this initial period, staffing of the teams will be even 

•  Next – present the teams 
–  Previous relevant experience, developed tools, etc 

•  Then – show some results already achieved 
–  Primarily results from CERN colleagues 

Disposition and next steps 
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Task 3.3 : CI 
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Goal: “to ensure that the collider design is consistent with the detector 
performance” 
CI will focus on the determining the needed apertures, developing the layout of 
the detector region and computing the synchrotron radiation. 

Relevant experience : MDI work and BDS 
for ILC, and interaction region/SR 
calculations using the specially developed 
code IRSYN to compute SR and integrate 
into optics design process.  
 
Figure to right shows the LHeC interaction 
region and straight section, and the power 
of SR photons from the electron beam. R B 
Appleby et al, J. Phys. G: Nucl. Part. Phys. 
40 125004 (2013) 
 
Staff : Rob Appleby plus 1 PDRA to be 
recruited later this year.  
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Task 3.3: INFN -- SR in FCC-hh 

•  Application of SR tools to FCC-hh 

H. Burkhardt(CERN), 
M. Boscolo(INFN)   
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•  FCC-hh Beam-Beam and Collective 
Effects at the EPFL 
– L. Rivkin & T. Pieloni 

•  Laboratory of Particle Accelerator Physics, 
EPFL  & CERN/BE/ABP 

EPFL team (task 3.4) 
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EPFL-LPAP and CERN 

•  More than 10 years of productive and exiting collaboration on 
several subjects in accelerator physics, with special emphasis 
on beam-beam and collective effects for LHC, LHeC and HL-LHC 
–  24 PhD thesis, 6 Master thesis and several stage periods at CERN and 

outside (PSI, BNL, SLAC…) 
•  Consolidated experience in beam-beam and collective effects: 

–  LHC studies and commissioning, LHeC Conceptual Design Study and 
HL-LHC Project partner for Task. 2.5 Beam-beam studies (3 post-doc 
fellows & 4 PhD)  

•  Infrastructures : High Power Computing center (1 member in 
steering committee) and support to CERN LHC@HOME BOINC 
system (1 LPAP scientific collaborator) 
–  Beam-beam simulations already possible thanks to EPFL 

infrastructures 
•  Hands-on LHC machine development studies (BE/ABP and OP) 

and follow up of accelerator R&D with external collaborators 
(BNL e-lenses, LBNL, KEK& Fermilab beam-beam simulations) 

Present collaboration on LHC and HL-LHC.  
Hands-on LHC machine is fundamental! 
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Task 3.4 in WP3 

Beam-beam studies for FCC-hh: 
–   IR set-up (crossing angle operation, bunch spacing…) 
–   Dynamic aperture studies (WP2 and WP3 arc and IR optics) 
–   Beam-beam and radiation damping 
–   Coherent beam-beam 
–   Landau Damping properties 
–   Noise on colliding beams 
–   Orbit, chromatic, tune effects for train operation 
–   Leveling scenarios and beam-beam (Experiments) 
–   Mitigating techniques (e-lenses, wire compensators, crab cavities) 
–   Define possible operational scenarios (parameter space exploration) 

Collective effects: 
–  Interplay of beam-beam and machine impedance (WP2 impedance model) 
–  Stability of colliding beams with transverse feedback 

Keep beam-beam effects under control, define IR operation, set 
parameters to avoid luminosity deterioration and instabilities 
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Tools 
–  Sixtrack single particle tracking for Dynamic aperture 

studies 
–   Frequency Map Analysis (from Sixtrack developed for 

HL-LHC) 
–   COMBI (Coherent Multi Bunch multi Interaction code) 

•  Coherent Beam-beam  
•  Impedance and beam-beam interplay 
•  Landau Damping 

–   TRAIN code  self consistent orbit, tune and 
chromaticity computations 

Standard tools for Beam-Beam studies at CERN 
 (LHC benchmark and code2code benchmark) 
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•  Vast experience in optics design of 
final focus and IR 
–  Nonlinear effect and corrections 

•  Large experience in working with 
detector colleagues on optimization 
of MDI requirements and on MDI 
design 

•  The team includes (fraction of times 
of) A.S., Daniela Bortoletto, 
Androula Alekou 

–  New graduate student starting in Oct 
2015 already accepted our offer 

–  Plan to hire postdoc(s) in the coming 
months 

JAI / Oxford team, task 3.2 and 3.1 
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RHUL / JAI team 

•  Beam Delivery Simulation 
BDSIM 
–  L. Nevay, S. Boogert, H. Garcia-

Morales, S. Gibson, R. Kwee-
Hinzmann, J. Snuverink 

Synergetic experience and tools – will augment 
capabilities of FCC design team 
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Beam Delivery Simulation - BDSIM 

•  Tracking code that uses Geant4 
•  Used to simulate energy deposition 

and detector backgrounds 
•  Particles tracked through vacuum 

using normal tracking routines 

•  Geant4 provides physics processes 
for interaction with machine 

•  Full showers of secondaries created 
by Geant4 processes 

•  Secondaries tracked throughout the 
accelerator 

•  Ability to simulate synchrotron 
radiation 

•  Library of generic geometry used 

BDSIM accelerator"

LHC dipole"

Tapered collimator"
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Recent Developments – (HL) LHC 
•  Currently being developed to simulate the LHC & HL-LHC 
•  Tracking being factorised – inject losses from other codes into 

BDSIM 
•  Improved generic geometry 

NB no perspective" Presented at 4th Joint HiLumi LARP Annual Meeting Nov. 2014"
https://indico.cern.ch/event/326148/session/30/contribution/91"

LHC "
beam pipe"

LHC Energy Deposition Simulation"

LHC model visualisation"
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Energy Deposition 

•  BDSIM records energy deposition (GeV/m) 
•  Continuous distribution of losses 
•  LHC Model under process of validation with CERN 

collimation team 

comparison, it is therefore necessary to simulate also the
showers. This is discussed in Sec. VI.
A zoom in IR7 of results in Fig. 6 is presented in Fig. 7.

The highest losses occur, as expected, at the primary
collimators and the loss levels decay along IR7. A small
tail, a few orders of magnitude lower than the TCP loss,
leaks to the cold magnets in the dispersion suppressor (DS)
downstream of IR7. This location of the highest local cold
loss in the ring is the limiting location for the LHC intensity
reach from collimation cleaning [8].
Some qualitative differences can be observed: the meas-

urement indicates a much denser loss pattern, with higher
losses in the warm section, but also in the cold arc. This
apparent discrepancy comes again from comparing the
simulated number of lost protons with the measured BLM
signals, which depend on the shower development. This is
especially important for the warm BLMs, which are likely
to intercept secondary shower particles created in upstream
collimators. In the measurements in Fig. 7, there seems also

to be more collimators (black bars) than in the simulation.
This is not the case—several BLMs are located at slots
reserved for future collimators and are therefore displayed
as such, although there is presently no collimator installed.
These BLMs are also highly sensitive to the showers from
neighboring collimators.
The simulated cold DS losses are grouped in two

“clusters”: the first one is centered around s ¼ 3650 m
(see Fig. 7), and the second one is centered around
s ¼ 3740 m. The average cleaning inefficiency is ηCL1 ¼
8.6 × 10−6 m−1 in the first cluster and ηCL2 ¼ 5.2 ×
10−6 m−1 in the second cluster, independently of the
binning, while the highest inefficiency in the cold parts of
the ring, found in the first DS loss cluster, is ηc ≈ 1.9 ×
10−5 m−1 with 1 m bins but goes up to ηc ≈ 5.2 × 10−5 m−1

with 10 cm bins due to steep aperture transitions. In total, the
fraction of all simulated halo particles that are lost on other
machine elements than collimators is fglob ¼ 0.002.
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FIG. 6. Beam loss distributions around the LHC as measured
by BLMs during a qualification loss map on April 12, 2011 (top)
and from a SixTrack simulation (bottom), with the results binned
in 1 m intervals. Both simulation and measurement assume a
beam energy of 3.5 TeV and β" ¼ 1.5 m. They are both
normalized to the highest loss, and the initial losses occur in
the horizontal plane in B1.
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FIG. 7. Loss locations in IR7 (zoom of Fig. 6) from measure-
ment (top) and SixTrack (bottom). The layout of the main
magnetic elements (quadrupoles and dipoles) as well as the
collimators is also shown, together with the LHC cell numbers at
the cold loss locations.

SIMULATIONS AND MEASUREMENTS OF BEAM LOSS … Phys. Rev. ST Accel. Beams 17, 081004 (2014)

081004-7 Beam line schematic from R. Bruce et al, "
Phys. Rev. ST Accel. Beams 17, 081004 (2014)"LHC IR7 loss map - "
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•  JAI (Oxford, Imperial College, RHUL) is perhaps one of 
the biggest producers of accelerator PhD experts 
–  In average 5-6 PhD in acc.sci./year – perhaps larger than any 

national scale laboratory 
–  All our graduates are well employed & stay in the acc. Field 
–  Same applies to Cockcroft Institute 
–  This year “design project” by 1st year JAI grad students aimed 

at FCC: 

JAI team and graduate training 

Accelerator Design Studies for the Future Circular Collider 
JAI Student Design Project 

   
Christopher Arran, Mehpare Atay, Talitha Bromwich,  Hannah Harrison, Robert Shalloo, 

Rob Williamson, Huibo Zhang, Alberto Arteche 
 

Presented in Oxford – 12 March 2015 
To be presented to JAI Advisory Board – 9 April 2015 

To be presented at CERN – 5 June 2015 
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Examples of recent studies – beta* reach 

Upscale HL-LHC design,  
R. Martin, R. Tomas, E. Todesco, L. Bottura 

•  Starting from upscale HL-
LHC IR optics 

•  For given beta*, rematch 
triplet so that max betas 
in x and y are equal 

•  Then recalculate max 
aperture from quadrupole 
gradients and Bmax, and 
check beam stay clear 
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Beta* reach studies 

R. Martin, et al 

Re-matched triplet 

Checking beam 
stay clear 

Initial results for stay clear vs beta*  
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Beta* reach and triplet shielding 

•  Such results need to be 
iterated with energy 
deposition studies as 
shielding thickness 
affects the clear 
aperture of triplets 

•  Various modification of 
optics (split quads) will 
be studied to optimize 
the design and 
maximize beta*reach 

M. I. Besana and F. Cerutti 
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•  IR is the key area of FCC-hh 
•  Enabled by EuroCirCol, the team is 

ready to undertake the IR design 
– Ready to work with many partners, 

within the larger and worldwide FCC 
design collaboration 

•  The preliminary studies help to jump-
start the design work 

Summary 


