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HF sensitive to new physics 
ATLAS advantage: high luminosity 

Wide programme 
Inclusive b, c production 
Production with jets 
Charm production 
Onia production 
Di-onium/VB+onium production 
B-hadron production 
CP violation 
Rare decays

Heavy Flavours Overview
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- Trigger vital!
- 3-level system O(20MHz) -> O(200Hz)!
- B-physics statistics typically @ low-pT (J/� typically 10-100GeV pT)!
- Primary B-physics triggers:!

- Two muon signals at L1!
- confirmed at L2/EF with vertexing and invariant mass criteria applied!

- but not lifetime cuts, avoiding potential bias!
- Varying thresholds and prescaling applied to maximise signal rate!

- Two muons; pT(µ) > 4 GeV (µ4µ4) , µ4µ6
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- Muon identification from combined Muon Spectrometer and inner 
detector tracking: !
- Inner detector tracks (from muons) provides precision momentum and 

lifetime measurements for the range of momenta considered here

3

The ATLAS Detector

Inner Detector
Axial Magnetic field 2 T

Track momentum resolution σ/pT2 
[GeV]-1 ~0.05%pT + 0.015

|η|(max) 2.5
Lifetime resolution ~100 fs➔ ~50fs

Muon Spectrometer

Toroid B-Field, average 0.5 T

|η|(max) 2.7

Track momentum resolution σ/p < 10% up  
to 1 TeV
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Quarkonia

Production Cross-sections
J/ψ and ψ(2S) → µµ at 7 and 8 TeV ATLAS-CONF-2015-024

Differential non-prompt J/ψ fraction at 13TeV ATLAS-CONF-2015-030

Measurement of χC1 and χC2 JHEP 07 (2014) 154

ψ(2S) → J/ψππ JHEP 09 (2014) 079

Υ(nS) production Phys. Rev. D 87 (2013) 052004

Spectroscopy
χb(3P) Observation Phys. Rev. Lett. 108 (2012) 152001

Search for Xb in ϒ(1S)ππ Phys. Lett. B740 (2015) 199-217

Associated  Production
W± +  prompt J/! JHEP 04 (2014) 172

Z + (non-)prompt J/! Eur. Phys. J. C75 (2015) 229

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/BPhysPublicResults
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- Measurement of the prompt and non-prompt 
differential cross-sections of  J/! and !(2S) 
mesons in the dimuon decay mode.!
- Measured in 7 TeV (2011, 2.1 fb-1), and 8 TeV 

(2012, 11.4 fb-1) - now 13TeV too!
- !(2S): no significant feed-down, unique possibility 

to study JPC=1-- states.!
- J/! production: contributions from 1-- and  J++ in 

comparable amounts

J/! and !(2S) Production Cross-Sections
New

 & Update
d!

K.A. Olive et al. (Particle Data Group), Chin. Phys. C38, 090001 (2014) 
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The level scheme of the cc states showing experimentally es-
tablished states with solid lines. Singlet states are called ηc

and hc, triplet states ψ and χcJ , and unassigned charmonium-
like states X . In parentheses it is sufficient to give the ra-
dial quantum number and the orbital angular momentum
to specify the states with all their quantum numbers. Only
observed hadronic transitions are shown; the single photon
transitions ψ(nS) → γηc(mP ), ψ(nS) → γχcJ (mP ), and
χcJ (1P ) → γJ/ψ are omitted for clarity.

CITATION: K.A. Olive et al. (Particle Data Group), Chin. Phys. C38, 090001 (2014) (URL: http://pdg.lbl.gov)

August 21, 2014 13:17

ATLAS-CONF-2015-024 

- Di-muon trigger pT(µ) > 4 GeV. !
- Correct for Trigger & reconstruction efficiencies!
- Acceptance: depends on Spin-Alignment:  

- Current measurements support central assumption �i = 0!

- Use decay point to distinguish prompt ! from b-hadron decays!
- Construct variable: pseudo-proper decay time!

DRAFT

4.3 Ratio of  (2S) to J/ production in prompt and non-prompt production184

The ratio of  (2S) to J/ production, in their dimuon decay modes, is defined as:185

Rp(np) =
Np(np)
 (2S)

Np(np)
J/ 

where Np(np)
 is the number of prompt (non-prompt) J/ or  (2S) mesons decaying into a muon pair in186

an interval, corrected for selection e�ciencies and acceptance.187

For the ratio measurements, similarly to the non-prompt fraction, the acceptance and e�ciency correc-188

tions largely cancel, thus allowing a more precise measurement. The theoretical uncertainties on such189

ratios are also smaller, as several dependencies, such as parton density functions and b-hadron production190

spectra, cancel in the ratio.191

4.4 Acceptance192

The kinematic acceptance A(pT, y) for a  ! µ+µ� decay with pT and y is given by the probability193

that both muons pass the fiducial selection (pT(µ) > 4 GeV and |⌘(µ) | < 2.3). This is calculated using194

generator-level simulations. Detector-level corrections, which are found to be small, are applied to the195

results and also considered as part of the systematic uncertainties.196

The acceptanceA depends on five independent variables (two muon momenta constrained by the m(µµ)197

mass condition), chosen as the pT, |y | and azimuthal angle � of the  meson in the laboratory frame,198

and two angles characterising the  ! µ+µ� decay, ✓? and �?. The angle ✓? is the angle between199

the direction of the positive-muon momentum in the  rest frame, and the momentum of the  in the200

laboratory frame, while �? is defined as the angle between the dimuon production and decay planes in201

the laboratory frame. The  production plane is defined by the momentum of the  in the laboratory202

frame and the positive z axis direction. The distributions in ✓? and �? di↵er for various possible spin203

alignment scenarios of the dimuon system.204

The spin-alignment of the  may vary depending on the production mechanism, which in turn a↵ects205

the angular distribution of the dimuon decay. Predictions of various theoretical models are quite contra-206

dictory, while the recent experimental measurements [7] indicate that the angular dependence of J/ and207

 (2S) decays is consistent with being isotropic. This analysis adopts the isotropic distribution in both208

cos ✓? and �? angles as nominal.209

The coe�cients �✓ ,�� ,�✓� in

d2N
d cos ✓?d�?

/ 1 + �✓ cos2 ✓? + �� sin2 ✓? cos 2�? + �✓� sin 2✓? cos �?

are related to the spin-density matrix elements of the dimuon spin wave function. The same technique210

has also been used in other measurements [9, 14, 34].211

Seven extreme cases that lead to the largest possible variations of acceptance within the phase space of212

this measurement are identified. These cases, described in Table 1, are used to define a range in which213

the results may vary under any physically allowed spin-alignment assumptions.214

26th June 2015 – 14:51 7

ATLAS   CMS    
LHCb ALICE 
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- Double-differential cross-sections:!
- Prompt!
- pT covers 8–110 GeV. !
- 8 slices of |rapidity| (0 – 2.0)
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J/! and !(2S):  Prompt cross-section

DRAFT

4.1 Di↵erential cross-section determination156

Di↵erential dimuon prompt and non-prompt cross-sections times branching ratio for both the production157

of J/ or  (2S) mesons are measured separately according to the equations:158

d2�(pp!  )
dpTdy

⇥ B( ! µ+µ�) =
Np
 

�pT�y ⇥
R
Ldt

(1)

159

d2�(pp! bb̄!  )
dpTdy

⇥ B( ! µ+µ�) =
Nnp
 

�pT�y ⇥
R
Ldt

(2)

where
R
Ldt is the integrated luminosity, �pT and �y are the interval sizes in terms of dimuon transverse160

momentum and rapidity, respectively, and Np(np)
 is the number of observed prompt or non-prompt J/ or161

 (2S) mesons in the slice under study, corrected for acceptance, trigger and reconstruction e�ciencies.162

The intervals in �y combine the data from both negative and positive rapidities. These di↵erential cross-163

sections are determined separately for the J/ and  (2S) states.164

The determination of the cross-sections proceeds in several steps. First, a weight is determined for each165

selected dimuon candidate equal to the inverse of the total e�ciency for each candidate. Second, a fit166

is performed to the distribution of weighted events using an unbinned maximum likelihood fit on the167

dimuon invariant mass, m(µµ), and pseudo-proper decay time, ⌧, observables, to determine the yields168

of J/ ! µ+µ� and  (2S) ! µ+µ� produced in each (pT(µµ), |y(µµ) |) interval. These yields are169

determined separately for prompt and non-prompt processes. Finally, the di↵erential cross-section times170

the  ! µ+µ� branching fraction is calculated for each state by including the integrated luminosity and171

the pT and rapidity interval widths as shown in Eq. (1) and (2).172

The total weight, wtot, for each dimuon candidate includes three factors: the fraction of produced  !173

µ+µ� decays with both muons in the kinematic region pT(µ) > 4 GeV and |⌘(µ) | < 2.3 (defined as174

acceptance, A), the probability that a candidate within the acceptance satisfies the o✏ine reconstruction175

selection (✏ reco), and the probability that a reconstructed event satisfies the trigger selection (✏ trig). The176

weights assigned to a given candidate when calculating the cross-sections are then given by:177

w�1
tot = A · ✏ reco · ✏ trig

4.2 Non-prompt fraction178

The non-prompt fraction is defined to be the number of non-prompt  (produced via the decay of a b-179

hadron) relative to the number of inclusively produced  decaying to muon pairs after applying weighting180

corrections:181

f 
b

⌘ pp! b + X !  + X 0

pp
Inclusive������!  + X 0

=
Nnp
 

Nnp
 + Np

 

where this fraction is determined separately for both J/ and  (2S). The use of the fraction is advantage-182

ous since acceptance and e�ciencies are largely cancelled and the total systematic e↵ects are reduced.183

29th June 2015 – 21:47 6

7 TeV 8 TeV
J/! J/!!(2S) !(2S)
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Figure 8: The di↵erential prompt cross-section times dimuon branching fraction of J/ (left) and  (2S) (right) as a
function of pT for each slice of rapidity. Top row is representing the 7 TeV results while bottom row the 8 TeV. For
each increasing rapidity slice, an additional scaling factor of 10 is applied to the plotted points for visual clarity. The
center of each bin on the horizontal axis represents the mean of the weighted pT distribution. The horizontal error-
bars represent the range of pT for the bin, and the vertical error-bar covers the statistical and systematic uncertainty
(with the same multiplicative scaling applied). Along with the measurements the NLO NRQCD theory predictions
are presented.
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Figure 8: The di↵erential prompt cross-section times dimuon branching fraction of J/ (left) and  (2S) (right) as a
function of pT for each slice of rapidity. Top row is representing the 7 TeV results while bottom row the 8 TeV. For
each increasing rapidity slice, an additional scaling factor of 10 is applied to the plotted points for visual clarity. The
center of each bin on the horizontal axis represents the mean of the weighted pT distribution. The horizontal error-
bars represent the range of pT for the bin, and the vertical error-bar covers the statistical and systematic uncertainty
(with the same multiplicative scaling applied). Along with the measurements the NLO NRQCD theory predictions
are presented.
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- Comparison with theory: Prompt compared to NRQCD!
- Good agreement across range of pT, !
- No observed dependence with rapidity

7

J/! and !(2S): Results – Theory Comparison

7 TeV 8 TeV
J/! J/!!(2S) !(2S)

- NLO derived using!
- HELAC-ONIA!
- tuned from  

Tevatron data
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Figure 12: The ratios of the NRQCD theoretical predictions to data are presented for the di↵erential prompt cross-
section of J/ (left) and  (2S) (right) as a function of pT(µµ) for each of rapidity slice. Top row is representing
the 7 TeV results while bottom row the 8 TeV. The error on the data is the relative error of each data point while the
error bars on the theory prediction is the relative error of each theory point.
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Figure 12: The ratios of the NRQCD theoretical predictions to data are presented for the di↵erential prompt cross-
section of J/ (left) and  (2S) (right) as a function of pT(µµ) for each of rapidity slice. Top row is representing
the 7 TeV results while bottom row the 8 TeV. The error on the data is the relative error of each data point while the
error bars on the theory prediction is the relative error of each theory point.
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Figure 12: The ratios of the NRQCD theoretical predictions to data are presented for the di↵erential prompt cross-
section of J/ (left) and  (2S) (right) as a function of pT(µµ) for each of rapidity slice. Top row is representing
the 7 TeV results while bottom row the 8 TeV. The error on the data is the relative error of each data point while the
error bars on the theory prediction is the relative error of each theory point.
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Figure 12: The ratios of the NRQCD theoretical predictions to data are presented for the di↵erential prompt cross-
section of J/ (left) and  (2S) (right) as a function of pT(µµ) for each of rapidity slice. Top row is representing
the 7 TeV results while bottom row the 8 TeV. The error on the data is the relative error of each data point while the
error bars on the theory prediction is the relative error of each theory point.
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Figure 12: The ratios of the NRQCD theoretical predictions to data are presented for the di↵erential prompt cross-
section of J/ (left) and  (2S) (right) as a function of pT(µµ) for each of rapidity slice. Top row is representing
the 7 TeV results while bottom row the 8 TeV. The error on the data is the relative error of each data point while the
error bars on the theory prediction is the relative error of each theory point.
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Figure 12: The ratios of the NRQCD theoretical predictions to data are presented for the di↵erential prompt cross-
section of J/ (left) and  (2S) (right) as a function of pT(µµ) for each of rapidity slice. Top row is representing
the 7 TeV results while bottom row the 8 TeV. The error on the data is the relative error of each data point while the
error bars on the theory prediction is the relative error of each theory point.
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- Comparison with theory: Non-Prompt compared to FONLL!
- Generally good agreement; theory predicts slightly harder pT spectra!

- Small tendency for !(2S) prediction to overestimate data

8

J/! and !(2S): Results – Theory Comparison
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Figure 13: The ratio of the FONLL theoretical predictions to data are presented for the di↵erential non-prompt cross-
section of J/ (left) and  (2S) (right) as a function of pT(J/ ) for each of rapidity slice. Top row is representing
the 7 TeV results while bottom row the 8 TeV. The error on the data is the relevant error of each data point while
the error bars on the theory prediction is the relevant error of each theory point.
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Figure 13: The ratio of the FONLL theoretical predictions to data are presented for the di↵erential non-prompt cross-
section of J/ (left) and  (2S) (right) as a function of pT(J/ ) for each of rapidity slice. Top row is representing
the 7 TeV results while bottom row the 8 TeV. The error on the data is the relevant error of each data point while
the error bars on the theory prediction is the relevant error of each theory point.
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- Ratio of 8 TeV to 7TeV for prompt and non-prompt cross-sections !
- Green: Ratio of theory!
- Black: Ratio of data!

- 8 TeV slightly harder pT spectra than at 7 TeV!
- Overall good agreement over several orders of magnitude of cross-section

9

J/! and !(2S): Results – 8 TeV vs 7 TeV
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Figure 14: The ratio of di↵erential cross-sections for 8 TeV over 7 TeV are presented for prompt (top) and non-
prompt (bottom) J/ (left) and  (2S) (right) for both data (with red) and theoretical predictions (with green). The
theoretical predictions used are NRQCD on the left and FONLL on the right. The error on the data ratio is the
propagated error of each data point while the error on the ratio of theory prediction is ignored due to correlations.
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Figure 14: The ratio of di↵erential cross-sections for 8 TeV over 7 TeV are presented for prompt (top) and non-
prompt (bottom) J/ (left) and  (2S) (right) for both data (with red) and theoretical predictions (with green). The
theoretical predictions used are NRQCD on the left and FONLL on the right. The error on the data ratio is the
propagated error of each data point while the error on the ratio of theory prediction is ignored due to correlations.
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Now getting 13TeV results
ATLAS-CONF-2015-030 

• Already analysed 6.4pb−1, � <= 27!
• �4�4 or �14 at Level 1!
• Can now span 2.76-13TeV in one 
experiment!

• No significant change in fraction with 
rapidity or between 7 and 13TeV
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- First observations started with "b(3P) in 2012!
- More recent is the Bc*!
- Dataset: 7 TeV (4.9 fb

-1
) + 8 TeV (19.2 fb

-1
).!

- B
±
c reconstructed in J/!(µµ) π±

  
decay mode!

- Selection criteria optimised: S/√(S+B)  
to J/!(µµ) π± 

from MC!
- Two additional charged pions 

combined with B
±
c  system!

- Mass-difference:!

- New structure observed at mass:!
- M(Bcππ) = 6,842 ± 4 (stat.) ± 5 (syst.) MeV!

- Mass consistent with predictions of  
Bc

±
(2S) meson.!

- Total significance 5.2# inc. look-elsewhere

11

Observations: Excited Bc Meson
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- Search strategy:  !
- Perform hypothesis test, 10 MeV  

intervals: 10–11 GeV (veto 
(2,3S))!
- Mass window mhypo ± 8#:!

- Ratio relative to ϒ(2S)!
-  !

- R=6.56%, X(3872) value!

- Most sensitive Xb production search in mass range m(ϒ(1S)ππ) > 10.1 GeV !
- Analogue to X(3872) narrow resonance in the  

charmonium sector; still unresolved mystery.!
- Limit on R of 0.8 – 4% (@95% CLS),  

excludes analogous value from X(3872),!
- No evidence for ϒ(13DJ), ϒ(10860) and ϒ(11020)

12

Search for hidden-beauty in ϒ(1S)ππ
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- Associated production:   Vector boson + Charmonium!
- Tests of QCD predictions at the Perturbative / non-Pert. boundary!
- Anomalous rate could indicate BSM from charged Higgs, light scalar…!
- Prompt production Colour Octet & Colour Singlet contributions uncertain!
- Single Parton Scattering (Vector boson + J/! from same process)!
- Double Parton Scattering (Vector boson + J/! from separate processes)!

- ATLAS measurement W± +  prompt J/!  @ 7TeV (4.5 fb-1

13

Associated Production

JHEP 04 (2014) 172
c

c
- CS is similar in magnitude to data!
- CO significantly smaller contribution (at NLO)!

- higher-order contributions required,!
- or limitations in NRQCD?!

- SPS is dominant contribution at low pT(J/!)  
although considerable DPS is evident.
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- Relative cross-section of Z decays in association  
with J/! (O(10-6)) wrt to inclusive Z decays!

- fiducial cross-section ~ 2 fb.!
- 8TeV (20.3 fb-1)!

- Z boson from high-pT single-lepton triggers

14

Z(ee,μμ) + (non-)prompt J/!
Eur. Phys. J. C75 (2015) 229

c

c

Z

Z

c

c

- Azimuthal angle  
between Z &  
J/! !

- DPS estimates 
from  
W+2 jet:  

- Limit of max. 
rate  
of DPS 
estimated  
from prompt ∆$  
smallest bin.!

- Differential 
relative 
cross-section  
results vs pT(J/!) !

- CO, CS and  
DPS estimates
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Z + (non-)prompt J/!
- First observation of associated Z + J/! in both prompt (5#) and non-

prompt (9�) modes!

- For prompt, CO has higher  
predicted contribution than 
CS, however sum of  
contributions is  
~2–5 x lower than data.!

- DPS contributes (29±9)% prompt, (8±2) % non-prompt!
- Limit on maximum rate of DPS in signal set;!

- corresponds to minimum limits on DPS Effective cross-section  
  #eff = 5.3 mb (3.7 mb) at 68% (95%) CL!

- Ratio of associated production (non-)prompt to inclusive Z production: !

Production of prompt and non-prompt J/ψ mesons in association with a Z boson. 11

Table 3 Results of the fit with statistical (first) and systematic (second) uncertainties. The total number of background events is measured in
the 2.6 < mµµ < 3.6GeV window. The last column presents the expected number of pileup events for the prompt and non-prompt component,
and their statistical uncertainty.

Process |yJ/ψ| < 1.0 1.0 < |yJ/ψ| < 2.1
Total

Events found From pileup

Prompt signal 24 ± 6± 2 32 ± 8± 5 56 ± 10± 5 5.2+1.8
−1.3

Non-prompt signal 54 ± 9± 3 41 ± 8± 7 95 ± 12± 8 2.7+0.9
−0.6

Background 61 ± 11± 6 77 ± 13 ± 7 138 ± 17 ± 9
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Fig. 5 Production cross-sections ratios of J/ψ in association with a Z boson, relative to inclusive Z production, for prompt and non-prompt
J/ψ production. The first point indicates the total integrated cross-section ratio measured in the defined fiducial volume, the second point
shows the same quantity corrected for detector acceptance effects on the J/ψ reconstruction, and the third point illustrates the corrected cross-
section ratio after subtraction of the double parton scattering contribution as discussed in the text. The inner error bars represent statistical
uncertainties and the outer error bars represent statistical and systematic uncertainties added in quadrature. Also shown are LO [23] and
NLO [24] predictions for the inclusive SPS production rates in the colour-singlet (CS) and colour-octet (CO) formalisms.

been measured for inclusive prompt J/ψ production [78]
and found to be consistent with an isotropic angular dis-
tribution hypothesis, J/ψ produced in association with a
Z boson may have a different polarisation, leading to dif-
ferent decay kinematics. The central value is determined
assuming unpolarised decays, with the effect of the most
extreme polarisation scenarios assigned as a systematic un-
certainty. The largest change in acceptance obtained con-
sidering the extreme polarisation scenarios is used as an
additional systematic uncertainty in the determination of
inclusive production cross-section for prompt J/ψ produc-
tion, and is equal to ±24% for |yJ/ψ| < 1.0 and ±23% for
1.0 < |yJ/ψ| < 2.1. The range of variation for non-prompt
production was reduced to about 10% of the full range as
suggested by the measurement of the J/ψ polarisation in
b-decays [80] and the uncertainty was found to be ±3% for
|yJ/ψ| < 1.0 and ±2% for 1.0 < |yJ/ψ| < 2.1.

The acceptance-corrected inclusive production cross-
section ratio, Rincl

Z + J/ψ, is defined as:

Rincl
Z + J/ψ = B(J/ψ → µ+µ−)

σincl(pp → Z + J/ψ)

σincl(pp → Z)

=
1

N(Z)

∑

pT bins

[

N ec+ac(Z + J/ψ)−N ec+ac
pileup

]

,

where N ec+ac(Z + J/ψ) is the yield of Z + (prompt/non-
prompt) J/ψ events after J/ψ acceptance corrections and
efficiency corrections for both muons from the J/ψ decay,
N ec+ac

pileup is the expected pileup contribution in the full J/ψ
decay phase-space, and other variables are the same as for
Rfid

Z + J/ψ. The production cross-section ratio is measured
to be:

prompt: pRincl
Z + J/ψ = ( 63± 13± 5± 10) × 10−7

non-prompt: npRincl
Z + J/ψ = (102± 15± 5± 3) × 10−7

for 8.5GeV < pJ/ψT < 100GeV and |yJ/ψ| < 2.1, where
the first uncertainty is statistical, the second uncertainty
is systematic, and the third uncertainty is due to the un-
known J/ψ spin-alignment in Z + J/ψ production.
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shows the same quantity corrected for detector acceptance effects on the J/ψ reconstruction, and the third point illustrates the corrected cross-
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NLO [24] predictions for the inclusive SPS production rates in the colour-singlet (CS) and colour-octet (CO) formalisms.
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ferent decay kinematics. The central value is determined
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section ratio, Rincl

Z + J/ψ, is defined as:

Rincl
Z + J/ψ = B(J/ψ → µ+µ−)

σincl(pp → Z + J/ψ)

σincl(pp → Z)

=
1

N(Z)

∑

pT bins

[

N ec+ac(Z + J/ψ)−N ec+ac
pileup

]

,

where N ec+ac(Z + J/ψ) is the yield of Z + (prompt/non-
prompt) J/ψ events after J/ψ acceptance corrections and
efficiency corrections for both muons from the J/ψ decay,
N ec+ac

pileup is the expected pileup contribution in the full J/ψ
decay phase-space, and other variables are the same as for
Rfid

Z + J/ψ. The production cross-section ratio is measured
to be:

prompt: pRincl
Z + J/ψ = ( 63± 13± 5± 10) × 10−7

non-prompt: npRincl
Z + J/ψ = (102± 15± 5± 3) × 10−7

for 8.5GeV < pJ/ψT < 100GeV and |yJ/ψ| < 2.1, where
the first uncertainty is statistical, the second uncertainty
is systematic, and the third uncertainty is due to the un-
known J/ψ spin-alignment in Z + J/ψ production.

|y(J/! )|<2.1 
8.5 < pT(J/!) < 100 GeV



R JonesCrete August 2015 ATLAS B-Physics and Quarkonia16

B-Physics Measurements

Observation of an excited Bc± meson state with the ATLAS detector Phys. Rev. Lett. 113 (2014) 212004

Parity violating asymmetry parameter αb and the helicity amplitudes 
for the decay Λb0→ J/ψ Λ0 Phys. Rev. D 89 (2014) 092009

Production cross section of B+ at √s = 7TeV JHEP 10 (2013) 042

Limit on B0s → μμ branching fraction based  
on 4.9 fb-1 of integrated luminosity ATLAS-CONF-2013-076

Measurement of the Λb lifetime and mass Phys. Rev. D 87 (2013) 032002

Branching fractions of Bc+→J/ψDs+ and Bc+→J/ψDs+ and transverse 
polarization fraction in the latter decay arXiv:1507.070 Submitted to EPJC

Observation of Λb in the decay Λb0→ ψ(2S) Λ0 arXiv:1507.08202 Submitted PLB

φs and ΔΓs time dependent angular analysis of B0s → J/ψ ϕ Preliminary New Result

Measurement of b-quark fragmentation fractions fs/fd arXiv:1507.08925 Submitted to PRL

Associated production of prompt and non-prompt J/ψ mesons and Z 
boson at √s = 8TeV Eur. Phys. J. C75 (2015) 229
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- Events collected from 4.9 fb-1 (7 TeV) & 20.6 fb-1 (8 TeV) 
using suite of single-, di-, tri-muon triggers.!
- Reconstructed through the decay:!

- soft π0 or photon from        not reconstructed!
- Cascade vertex fit; pointing, mass & vertex constraints.!

- 2-dimensional fit to mass x helicity angle!
- Measure Branching Ratios, relative transverse polarisation
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Study of the decays of                  ,
arXiv:1507.070 Submitted to EPJC

B+
c ! J/ D+

s B+
c ! J/ D⇤+

s

D+
s ! �(K+K�)⇡+B+

c ! J/ D+
s

D⇤+
s

1 Introduction

The B

+
c

meson1 is the only known weakly decaying particle consisting of two heavy quarks. The ground
b̄c state was first observed by CDF [1] via its semileptonic decay B

+
c

! J/ `+⌫`. An excited b̄c state
has been recently observed by ATLAS [2] using the B

+
c

decay mode B

+
c

! J/ ⇡+. The presence of two
heavy quarks, each of which can decay weakly, a�ects theoretical calculations of the decay properties of
the B

+
c

meson. In the case of b̄! c̄cs̄ processes, decays to a charmonium and a D

(⇤)+
s

meson are predicted
to occur via colour-suppressed and colour-allowed spectator diagrams as well as via weak annihilation
diagrams (see Fig. 1). The latter, in contrast to decays of other B mesons, are not suppressed and can
contribute significantly to the decay amplitudes. The decay properties are addressed in various theoretical
calculations [3–9] and can be also compared to the analogous ones in the lighter B meson systems such
as B

0
d

! D

⇤�
D

(⇤)+
s

or B

+ ! D̄

⇤0
D

(⇤)+
s

. The decays B

+
c

! J/ D

+
s

and B

+
c

! J/ D

⇤+
s

, which have been
recently observed by the LHCb experiment [10], provide a means to test these theoretical predictions.

c

s̄

b̄

c c

c̄

B+
c J/ 

D(⇤)+
s

(a)

c

s̄

b̄

c c

c̄

B+
c

D(⇤)+
s

J/ 

(b)

c

s̄
b̄

c

c

c̄

J/ 

D(⇤)+
s

B+
c

(c)

Figure 1: Feynman diagrams for B

+
c

! J/ D

(⇤)+
s

decays: (a) colour-favoured spectator, (b) colour-suppressed
spectator, and (c) annihilation topology.

This paper presents a measurement of the branching fractions of B

+
c

! J/ D

+
s

and B

+
c

! J/ D

⇤+
s

decays normalised to that of B

+
c

! J/ ⇡+ decay and polarisation in B

+
c

! J/ D

⇤+
s

decay performed
with the ATLAS detector [11]. The D

+
s

meson is reconstructed via the D

+
s

! �⇡+ mode with the �
meson decaying into a pair of charged kaons. The D

⇤+
s

meson decays into a D

+
s

meson and a soft photon
or ⇡0. Detecting such soft neutral particles is very challenging, thus no attempt to reconstruct them is
made in the analysis. The J/ meson is reconstructed via its decay into a muon pair. The following
ratios are measured: R

D

+
s

/⇡+ = BB

+
c

!J/ D+
s

/B
B

+
c

!J/ ⇡+ , RD

⇤+
s

/⇡+ = BB

+
c

!J/ D⇤+
s

/B
B

+
c

!J/ ⇡+ , and
R

D

⇤+
s

/D+
s

= B
B

+
c

!J/ D⇤+
s

/B
B

+
c

!J/ D+
s

, where B
B

+
c

!X

denotes the branching fraction of the B

+
c

! X

decay. The decay B

+
c

! J/ D

⇤+
s

is a transition of a pseudoscalar meson into a pair of vector states and is
thus described by the three helicity amplitudes, A++, A��, and A00, where the subscripts correspond to the
helicities of J/ and D

⇤+
s

mesons. The contribution of the A±± amplitude, i. e. the fraction of transverse
polarisation, �±±/� = �±±(B

+
c

! J/ D

⇤+
s

)/�(B

+
c

! J/ D

⇤+
s

), is also measured.

This analysis is based on a combined sample of pp collision data collected by the ATLAS experiment
at the LHC at centre-of-mass energies

p
s = 7 and 8 TeV corresponding to integrated luminosities of

4.9 fb�1and 20.6 fb�1, respectively.

1 Charge conjugate states are implied throughout the paper unless otherwise stated.

2
+
πψJ/→

+
cB

/BR+

s
DψJ/→

+
cB

BR
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ATLAS Preliminary

+
πψJ/→

+
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/BR+

s
D*ψJ/→

+
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D*ψJ/→+cB
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             model
QCD potential
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BSW
LFQM
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Figure 8: Comparison of the ATLAS measurement results with those of LHCb [10] and theoretical predictions based
on a QCD relativistic potential model [3], QCD sum rules [4], relativistic constituent quark model (RCQM) [5], BSW
relativistic quark model [6], light-front quark model (LFQM) [7], perturbative QCD (pQCD) [8], and relativistic
independent quark model (RIQM) [9].
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where the BF uncertainty corresponds to the limited knowledge of B
D

+
s

!�(K+K�)⇡+ . The relative contri-
bution of A±± amplitude in B

+
c

! J/ D

⇤+
s

decay is measured to be

�±±/� = 0.38 ± 0.23 (stat.) +0.06
�0.07 (syst.) (9)

These results are confronted to those of LHCb measurement [10] and to the expectations from various
theoretical calculations in Table 5. The measurement agree with the LHCb result. All ratios are well
described by the recent perturbative QCD predictions [8]. The expectations from models in Ref. [3, 5,
7] as well as the sum rules prediction [4] for the ratio R

D

⇤+
s

/D+
s

is consistent with the measurement. The
QCD relativistic potential model predictions [3] are consistent with the measured R

D

+
s

/⇡+ ratio while the
expectations from the sum rules [4] and models in Ref. [5–7] are somewhat smaller than the measured
value. The predictions in Ref. [3–5, 7] are also generally smaller than the measured ratio R

D

⇤+
s

/⇡+ ,
however the discrepancies do not exceed two standard deviations taking into account only experimental
uncertainty.

Table 5: Comparison of this measurement results with those of LHCb measurement [10] and theoretical predictions
based on a QCD relativistic potential model [3], QCD sum rules [4], relativistic constituent quark model (RCQM) [5],
BSW relativistic quark model [6], light-front quark model (LFQM) [7], perturbative QCD (pQCD) [8], and relativ-
istic independent quark model (RIQM) [9]. The uncertainties of the theoretical predictions are shown if they are
explicitly quoted in the corresponding papers.

R
D

+
s

/⇡+ R
D

⇤+
s

/⇡+ R
D

⇤+
s

/D+
s

�±±/� Ref.
3.8+1.2
�1.3 10.3+3.3

�3.5 2.7+1.2
�0.9 0.38 ± 0.24 ATLAS

2.90 ± 0.62 – 2.37 ± 0.57 0.48 ± 0.20 LHCb [10]
2.6 4.5 1.7 – QCD potential model[3]
1.3 5.2 3.9 – QCD sum rules [4]
2.0 5.7 2.9 – RCQM [5]
2.2 – – – BSW [6]

2.06 ± 0.86 – 3.01 ± 1.23 – LFQM [7]
3.45+0.49

�0.17 – 2.54+0.07
�0.21 0.48 ± 0.04 pQCD [8]

– – – 0.410 RIQM [9]

The measured fraction of the A±± amplitude is consistent with a value of 2/3 from a naive estimation
by spin-counting and agrees well with the prediction of the relativistic independent quark model [9] and
perturbative QCD [8].

In summary, the ratios of the branching fractions B
B

+
c

!J/ D+
s

/B
B

+
c

!J/ ⇡+ , BB

+
c

!J/ D⇤+
s

/B
B

+
c

!J/ ⇡+ ,
B

B

+
c

!J/ D⇤+
s

/B
B

+
c

!J/ D+
s

and the transverse polarisation fraction of B

+
c

! J/ D

⇤+
s

decay have been
measured by the ATLAS experiment at the LHC using pp collision data corresponding to an integrated
luminosity of 4.9 fb�1at 7 TeV centre-of-mass energy and 20.6 fb�1at 8 TeV. The polarisation is found to be
well described by the available theoretical approaches. The measured ratios of the branching fraction are
generally well described by perturbative QCD, sum rules and relativistic quark models. However, there is
an indication of underestimation of the decay rates for the B

+
c

! J/ D

(⇤)+
s

decays by some models. The
measurement results agree with those published by the LHCb experiment.
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Figure 2: The mass distribution for the selected J/ D

+
s

candidates. The red solid line represents the projection of
the fit to the model described in the text. The contribution of the B

+
c

! J/ D

+
s

decay is shown with the magenta
long-dashed line; the brown dash-dot and green dotted lines show the B

+
c

! J/ D

⇤+
s

A00 and A±± amplitude
contributions, respectively; the blue dashed line shows the background.

an exponential function describing background and a modified Gaussian function [24] describing the
corresponding signal peak. The modified Gaussian function is defined as

Gaussmod ⇠ exp
266664�

x

1+ 1
1+x/2

2

377775 , (1)

where x = |m0 � m |/� with the mean mass m0 and width � being free parameters. The fitted masses of
both resonances agree with their nominal masses, the widths are consistent with those in the simulated
samples, and the signal yields are found to be N

J/ = 568 ± 28 and N

D

±
s

= 175 ± 36.

The information on the helicity in B

+
c

! J/ D

⇤+
s

decay is encoded both in the mass distribution of the
J/ D

+
s

system and in that of the helicity angle, ✓ 0(µ+), which is defined in the rest frame of the muon pair
as the angle between the µ+ and the D

+
s

candidate momenta. Thus, a two-dimensional extended unbinned
maximum likelihood fit of the m(J/ D

+
s

) and | cos ✓ 0(µ+) | is performed. The A++ and A�� helicity
amplitude components are described by the same mass and angular shapes because of the parity symmetry
of the J/ and D

⇤+
s

decays. This is confirmed by the MC simulation. Thus these components are treated
together as an A±± component, while the shapes of the A00 component are di�erent and therefore this
one is treated separately. A simultaneous fit to the mass and angular distributions improves significantly
the sensitivity to the contributions of the helicity amplitudes in B

+
c

! J/ D

⇤+
s

decay with respect to a
one-dimensional mass fit.

Four two-dimensional probability density functions (PDFs) are defined to describe the B

+
c

! J/ D

+
s

signal, A±± and A00 components of B

+
c

! J/ D

⇤+
s

signal, and the background. The signal PDFs are
factorised into mass and angular components. The e�ect of correlations between their mass and angular
shapes has been found to be small and is accounted for as a systematic uncertainty.

The mass distribution of the B

+
c

! J/ D

+
s

signal is described by a modified Gaussian function. For the
B

+
c

! J/ D

⇤+
s

signal components, the mass shape templates obtained from the simulation with the kernel

6
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- Dominant systematic from the signal extraction of !
- Branching ratio results :!

- Relative contribution of transverse polarisation:
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where the BF uncertainty corresponds to the limited knowledge of B
D

+
s

!�(K+K�)⇡+ . The relative contri-
bution of A±± amplitude in B

+
c

! J/ D

⇤+
s

decay is measured to be

�±±/� = 0.38 ± 0.23 (stat.) +0.06
�0.07 (syst.) (9)

These results are confronted to those of LHCb measurement [10] and to the expectations from various
theoretical calculations in Table 5. The measurement agree with the LHCb result. All ratios are well
described by the recent perturbative QCD predictions [8]. The expectations from models in Ref. [3, 5,
7] as well as the sum rules prediction [4] for the ratio R

D

⇤+
s

/D+
s

is consistent with the measurement. The
QCD relativistic potential model predictions [3] are consistent with the measured R

D

+
s

/⇡+ ratio while the
expectations from the sum rules [4] and models in Ref. [5–7] are somewhat smaller than the measured
value. The predictions in Ref. [3–5, 7] are also generally smaller than the measured ratio R

D

⇤+
s

/⇡+ ,
however the discrepancies do not exceed two standard deviations taking into account only experimental
uncertainty.

Table 5: Comparison of this measurement results with those of LHCb measurement [10] and theoretical predictions
based on a QCD relativistic potential model [3], QCD sum rules [4], relativistic constituent quark model (RCQM) [5],
BSW relativistic quark model [6], light-front quark model (LFQM) [7], perturbative QCD (pQCD) [8], and relativ-
istic independent quark model (RIQM) [9]. The uncertainties of the theoretical predictions are shown if they are
explicitly quoted in the corresponding papers.

R
D

+
s

/⇡+ R
D

⇤+
s

/⇡+ R
D

⇤+
s

/D+
s

�±±/� Ref.
3.8+1.2
�1.3 10.3+3.3

�3.5 2.7+1.2
�0.9 0.38 ± 0.24 ATLAS

2.90 ± 0.62 – 2.37 ± 0.57 0.48 ± 0.20 LHCb [10]
2.6 4.5 1.7 – QCD potential model[3]
1.3 5.2 3.9 – QCD sum rules [4]
2.0 5.7 2.9 – RCQM [5]
2.2 – – – BSW [6]

2.06 ± 0.86 – 3.01 ± 1.23 – LFQM [7]
3.45+0.49

�0.17 – 2.54+0.07
�0.21 0.48 ± 0.04 pQCD [8]

– – – 0.410 RIQM [9]

The measured fraction of the A±± amplitude is consistent with a value of 2/3 from a naive estimation
by spin-counting and agrees well with the prediction of the relativistic independent quark model [9] and
perturbative QCD [8].

In summary, the ratios of the branching fractions B
B

+
c

!J/ D+
s

/B
B

+
c

!J/ ⇡+ , BB

+
c

!J/ D⇤+
s

/B
B

+
c

!J/ ⇡+ ,
B

B

+
c

!J/ D⇤+
s

/B
B

+
c

!J/ D+
s

and the transverse polarisation fraction of B

+
c

! J/ D

⇤+
s

decay have been
measured by the ATLAS experiment at the LHC using pp collision data corresponding to an integrated
luminosity of 4.9 fb�1at 7 TeV centre-of-mass energy and 20.6 fb�1at 8 TeV. The polarisation is found to be
well described by the available theoretical approaches. The measured ratios of the branching fraction are
generally well described by perturbative QCD, sum rules and relativistic quark models. However, there is
an indication of underestimation of the decay rates for the B

+
c

! J/ D

(⇤)+
s

decays by some models. The
measurement results agree with those published by the LHCb experiment.
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The simulated branching fractions of D

⇤+
s

[22] have been varied within their uncertainties to estimate their
e�ect on the measured quantities. Very small uncertainties are obtained for the R

D

⇤+
s

/⇡+ and R
D

⇤+
s

/D+
s

,
while for �±±/�, the estimate is ⇠ 1 %.

The statistical uncertainties on the acceptance values due to limited MC statistics are also treated as a
separate source of systematic uncertainty and estimated to be 2 – 3 %.

In order to check for a possible e�ect of using three-muon triggers, vetoing the D

+
s

meson daughter tracks
identified as muons has been tested and found not to a�ect the measurement.

Finally, since the B
D

+
s

!�(K+K�)⇡+ enters Eqn. 2, its uncertainty evaluated from Ref. [26] as 5.9 % is
propagated to the final values of the relative branching fractions.

The systematic uncertainties on the measured quantities are summarised in Table 4.

Table 4: Relative systematic uncertainties for the measured values.
Source Uncertainty [%]

R

D

+
s

/⇡+ R

D

⇤+
s

/⇡+ R

D

⇤+
s

/D+
s

�±±/�

Simulated pT(B

+
c

) spectrum +0.4
�0.4

+0.9
�0.9

+0.4
�0.5

+0.4
�0.4

Simulated |⌘(B

+
c

) | spectrum +1.8
�1.8

+2.4
�2.3

+0.6
�0.5

+0.2
�0.1

Tracking e�ciency ±5.0 ±4.9 – –
B

+
c

lifetime +1.1
�1.2

+1.2
�1.3 – –

D

+
s

lifetime ±0.3 ±0.3 ±0.1 ±0.1

B

+
c

! J/ D

(⇤)+
s

signal extraction +1.7
�13.5

+3.9
�10.7

+12.8
�10.1

+15.2
�17.8

B

+
c

! J/ ⇡+ signal extraction +1.5
�7.4

+1.5
�7.4 – –

D

⇤+
s

branching fractions – +0.2
�0.0

+0.2
�0.3

+0.8
�1.1

MC statistics ±2.3 ±2.4 ±2.7 ±2.2

Total +6.3
�16.5

+7.5
�14.3

+13.1
�10.4

+15.4
�17.9

B
D

+
s

!�(K+K�)⇡+ ±5.9 ±5.9 – –

8 Results

A study of B

+
c

! J/ D

+
s

and B

+
c

! J/ D

⇤+
s

decays has been presented. The following ratios of the
branching fractions are measured:

R
D

+
s

/⇡+ =
B

B

+
c

!J/ D+
s

B
B

+
c

!J/ ⇡+
= 3.8 ± 1.1 (stat.) +0.2

�0.6 (syst.) ± 0.2 (BF), (6)

R
D

⇤+
s

/⇡+ =
B

B

+
c

!J/ D⇤+
s

B
B

+
c

!J/ ⇡+
= 10.3 ± 3.1 (stat.) +0.8

�1.5 (syst.) ± 0.6 (BF), (7)

R
D

⇤+
s

/D+
s

=
B

B

+
c

!J/ D⇤+
s

B
B

+
c

!J/ D+
s

= 2.7+1.1
�0.8 (stat.) +0.4

�0.3 (syst.), (8)
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,
while for �±±/�, the estimate is ⇠ 1 %.

The statistical uncertainties on the acceptance values due to limited MC statistics are also treated as a
separate source of systematic uncertainty and estimated to be 2 – 3 %.

In order to check for a possible e�ect of using three-muon triggers, vetoing the D

+
s

meson daughter tracks
identified as muons has been tested and found not to a�ect the measurement.

Finally, since the B
D

+
s

!�(K+K�)⇡+ enters Eqn. 2, its uncertainty evaluated from Ref. [26] as 5.9 % is
propagated to the final values of the relative branching fractions.

The systematic uncertainties on the measured quantities are summarised in Table 4.
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and B
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decays has been presented. The following ratios of the
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+
c

!J/ D+
s

B
B

+
c

!J/ ⇡+
= 3.8 ± 1.1 (stat.) +0.2

�0.6 (syst.) ± 0.2 (BF), (6)

R
D

⇤+
s

/⇡+ =
B

B

+
c

!J/ D⇤+
s

B
B

+
c

!J/ ⇡+
= 10.3 ± 3.1 (stat.) +0.8

�1.5 (syst.) ± 0.6 (BF), (7)

R
D

⇤+
s

/D+
s

=
B

B

+
c

!J/ D⇤+
s

B
B

+
c

!J/ D+
s

= 2.7+1.1
�0.8 (stat.) +0.4

�0.3 (syst.), (8)
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B+
c ! J/ D+

s B+
c ! J/ D⇤+

s

where the BF uncertainty corresponds to the limited knowledge of B
D

+
s

!�(K+K�)⇡+ . The relative contri-
bution of A±± amplitude in B

+
c

! J/ D

⇤+
s

decay is measured to be

�±±/� = 0.38 ± 0.23 (stat.) +0.06
�0.07 (syst.) (9)

These results are confronted to those of LHCb measurement [10] and to the expectations from various
theoretical calculations in Table 5. The measurement agree with the LHCb result. All ratios are well
described by the recent perturbative QCD predictions [8]. The expectations from models in Ref. [3, 5,
7] as well as the sum rules prediction [4] for the ratio R

D

⇤+
s

/D+
s

is consistent with the measurement. The
QCD relativistic potential model predictions [3] are consistent with the measured R

D

+
s

/⇡+ ratio while the
expectations from the sum rules [4] and models in Ref. [5–7] are somewhat smaller than the measured
value. The predictions in Ref. [3–5, 7] are also generally smaller than the measured ratio R

D

⇤+
s

/⇡+ ,
however the discrepancies do not exceed two standard deviations taking into account only experimental
uncertainty.

Table 5: Comparison of this measurement results with those of LHCb measurement [10] and theoretical predictions
based on a QCD relativistic potential model [3], QCD sum rules [4], relativistic constituent quark model (RCQM) [5],
BSW relativistic quark model [6], light-front quark model (LFQM) [7], perturbative QCD (pQCD) [8], and relativ-
istic independent quark model (RIQM) [9]. The uncertainties of the theoretical predictions are shown if they are
explicitly quoted in the corresponding papers.

R
D

+
s

/⇡+ R
D

⇤+
s

/⇡+ R
D

⇤+
s

/D+
s

�±±/� Ref.
3.8+1.2
�1.3 10.3+3.3

�3.5 2.7+1.2
�0.9 0.38 ± 0.24 ATLAS

2.90 ± 0.62 – 2.37 ± 0.57 0.48 ± 0.20 LHCb [10]
2.6 4.5 1.7 – QCD potential model[3]
1.3 5.2 3.9 – QCD sum rules [4]
2.0 5.7 2.9 – RCQM [5]
2.2 – – – BSW [6]

2.06 ± 0.86 – 3.01 ± 1.23 – LFQM [7]
3.45+0.49

�0.17 – 2.54+0.07
�0.21 0.48 ± 0.04 pQCD [8]

– – – 0.410 RIQM [9]

The measured fraction of the A±± amplitude is consistent with a value of 2/3 from a naive estimation
by spin-counting and agrees well with the prediction of the relativistic independent quark model [9] and
perturbative QCD [8].

In summary, the ratios of the branching fractions B
B

+
c

!J/ D+
s

/B
B

+
c

!J/ ⇡+ , BB

+
c

!J/ D⇤+
s

/B
B

+
c

!J/ ⇡+ ,
B

B

+
c

!J/ D⇤+
s

/B
B

+
c

!J/ D+
s

and the transverse polarisation fraction of B

+
c

! J/ D

⇤+
s

decay have been
measured by the ATLAS experiment at the LHC using pp collision data corresponding to an integrated
luminosity of 4.9 fb�1at 7 TeV centre-of-mass energy and 20.6 fb�1at 8 TeV. The polarisation is found to be
well described by the available theoretical approaches. The measured ratios of the branching fraction are
generally well described by perturbative QCD, sum rules and relativistic quark models. However, there is
an indication of underestimation of the decay rates for the B

+
c

! J/ D

(⇤)+
s

decays by some models. The
measurement results agree with those published by the LHCb experiment.
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+
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+
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! J/ D

+
s

decay is shown with the magenta
long-dashed line; the brown dash-dot and green dotted lines show the B

+
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! J/ D

⇤+
s

A00 and A±± amplitude
contributions, respectively; the blue dashed line shows the background.

an exponential function describing background and a modified Gaussian function [24] describing the
corresponding signal peak. The modified Gaussian function is defined as

Gaussmod ⇠ exp
266664�

x

1+ 1
1+x/2

2

377775 , (1)

where x = |m0 � m |/� with the mean mass m0 and width � being free parameters. The fitted masses of
both resonances agree with their nominal masses, the widths are consistent with those in the simulated
samples, and the signal yields are found to be N

J/ = 568 ± 28 and N

D

±
s

= 175 ± 36.

The information on the helicity in B

+
c

! J/ D

⇤+
s

decay is encoded both in the mass distribution of the
J/ D

+
s

system and in that of the helicity angle, ✓ 0(µ+), which is defined in the rest frame of the muon pair
as the angle between the µ+ and the D

+
s

candidate momenta. Thus, a two-dimensional extended unbinned
maximum likelihood fit of the m(J/ D

+
s

) and | cos ✓ 0(µ+) | is performed. The A++ and A�� helicity
amplitude components are described by the same mass and angular shapes because of the parity symmetry
of the J/ and D

⇤+
s

decays. This is confirmed by the MC simulation. Thus these components are treated
together as an A±± component, while the shapes of the A00 component are di�erent and therefore this
one is treated separately. A simultaneous fit to the mass and angular distributions improves significantly
the sensitivity to the contributions of the helicity amplitudes in B

+
c

! J/ D

⇤+
s

decay with respect to a
one-dimensional mass fit.

Four two-dimensional probability density functions (PDFs) are defined to describe the B

+
c

! J/ D

+
s

signal, A±± and A00 components of B

+
c

! J/ D

⇤+
s

signal, and the background. The signal PDFs are
factorised into mass and angular components. The e�ect of correlations between their mass and angular
shapes has been found to be small and is accounted for as a systematic uncertainty.

The mass distribution of the B

+
c

! J/ D

+
s

signal is described by a modified Gaussian function. For the
B

+
c

! J/ D

⇤+
s

signal components, the mass shape templates obtained from the simulation with the kernel
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Figure 8: Comparison of the ATLAS measurement results with those of LHCb [10] and theoretical predictions based
on a QCD relativistic potential model [3], QCD sum rules [4], relativistic constituent quark model (RCQM) [5], BSW
relativistic quark model [6], light-front quark model (LFQM) [7], perturbative QCD (pQCD) [8], and relativistic
independent quark model (RIQM) [9].
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- First observation of decay mode of  !
- 8 TeV, 20.6 fb-1.!

- Determined in the kinematic range:!

-  �b ➞ ���rare decay process!
-  < 0.5% bias to ratio!

- Consistent with ratios from other B decays:  
Br ~ 0.5–0.8!
- Comparison with theory Br ~ 0.8 

19

   Observation of Λb in the decay: ⇤0
b !  (2S)⇤0

⇤0
b !  (2S)⇤0

pT (⇤
0
b) > 10 GeV |⌘(⇤0

b)| < 2.1

New
! 
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DRAFT

• dependence on the ⇤0
b

production model (±0.1%). The uncertainty is obtained by208

– varying the MC pT(⇤0
b

) and |⌘(⇤0
b

) | distributions preserving agreement with the data distri-209

butions,210

– varying the MC ratio of ⇤0
b

and ⇤̄0
b

baryons in the range allowed by the separate data fits211

(Section 3),212

– varying the lifetimes of the ⇤0 and ⇤0
b

baryons in the ranges of their uncertainties [12];213

• dependence on the ⇤0
b

polarization model (±1.1%). The uncertainty is obtained by varying the214

MC ⇤0
b

! J/ (µ+µ�)⇤0(p⇡�) helicity amplitudes in the range of their uncertainties [2], and by215

changing the MC ⇤0
b

!  (µ+µ�)⇤0(p⇡�) helicity amplitudes to those measured by ATLAS for216

the ⇤0
b

! J/ (µ+µ�)⇤0(p⇡�) decay [2];217

• the uncertainty of the signal extraction procedures (±2.8%). The uncertainty is determined by218

varying the background parametrisations and the ranges used for the signal fits independently for219

the two ⇤0
b

signals. In addition, the corrections of the reflection normalisations, obtained from MC,220

are varied by half of their values;221

• the uncertainty originating from the MC statistical uncertainty (±1.3%);222

• the uncertainty of the charmonium branching fractions B(J/ ! µ+µ�) and B( (2S) ! e

+
e

�)223

(±2.2%).224

The measured ratio of the two ⇤0
b

branching fractions is225

�(⇤0
b

!  (2S)⇤0)

�(⇤0
b

! J/ ⇤0)
= 0.501 ± 0.033(stat) ± 0.016(syst) ± 0.011(B),

where the contributions from the first four groups of systematic uncertainty are added in quadrature. The226

uncertainty due to the uncertainties of the charmonium branching fractions is quoted separately. The227

luminosity uncertainty, uncertainties of the muon and hadron track reconstruction and the vertexing un-228

certainties cancel out in the ratio. The bias of the measured ratio due to contributions from the rare decay229

⇤0
b

! µ+µ�⇤0 is estimated using the LHCb measurement [9] of the rare decay di↵erential branching230

fraction to be below 0.5% and thus neglected. Consistent ratio values are found when calculated in bins231

of pT(⇤0
b

) or separately for ⇤0
b

and ⇤̄0
b

baryons.232

The measured ratio falls into the range 0.5�0.8, as found for the ratios of branching fractions of analogous233

B-meson decays [12]. The only available calculation for the ratio of the two ⇤0
b

branching fractions234

(0.8 ± 0.1 [11, 15]) exceeds the measured value.235

5 Summary236

An observation of the ⇤0
b

!  (2S)⇤0 decay has been made with the ATLAS detector in pp collisions at237 p
s = 8 TeV at the LHC using an integrated luminosity of 20.6 fb�1. The ratio of the branching fractions238

of the ⇤0
b

!  (2S)⇤0 and ⇤0
b

! J/ ⇤0 decays has been measured to be �(⇤0
b

!  (2S)⇤0)/�(⇤0
b

!239

J/ ⇤0) = 0.501± 0.033(stat) ± 0.016(syst) ± 0.011(B). The ratio falls into the range 0.5� 0.8, as found240

for the ratios of the branching fractions of analogous B-meson decays [12]. The only available theoretical241
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- Integrated fragmentation function important for studies like Bs➔��!
- Obtained as a function of � and pT from Bs➔J/�� & Bd➔J/�K*!

- No evident � or pT dependence

20

Fragmentation function ratio fs/fd

Table 1: Extracted number of B0
s and B0

d mesons, relative e�ciency for the two modes Re↵ , assumed values for the
relevant � and K⇤0 branching fractions, and resulting systematic uncertainties � on fs

fd
B(B0

s!J/ �)
B(B0

d!J/ K⇤0) .

Observable Value � Ref.
NB0

s
6640 ± 100 ± 220 3.3%

NB0
d

36290 ± 320 ± 650 1.8%
Re↵ 0.799 ± 0.001 ± 0.028 3.5%
B(�! K+K�) 0.489 ± 0.005 1.0% [9]
B(K⇤0 ! K+⇡�) 0.66503 ± 0.00014 0.02% [9]
Total 5.2%

A perturbative QCD prediction [17] yields

B(B0
s ! J/ �)

B(B0
d ! J/ K⇤0)

= 0.83+0.03
�0.02(!B)+0.01

�0.00( fM)+0.01
�0.02(ai)+0.01

�0.02(mc),

where the uncertainties result from the shape parameter !B of the B meson wave function, meson decay
constants fM, Gegenbauer moments ai in the wave functions of the light vector mesons and the c-quark
mass. Adding all contributions linearly yields a 7.1% theory error. Using this prediction, the ratio of
fragmentation fractions is measured to be

fs

fd
= 0.240 ± 0.004(stat) ± 0.013(sys) ± 0.017(th). (4)

However, fs/ fd may depend on the pT and ⌘ of the B meson, e.g. LHCb observes an fs/ fd dependence
on pT but no dependence on ⌘ [18]. Figure 2 (left) shows the pT dependence of fs/ fd for ATLAS and
that of other experiments. To investigate the pT and ⌘ dependences of fs/ fd, the data sample is divided
into six bins in pT in the range 8 GeV < pT < 50 GeV and four bins in ⌘ for |⌘| < 2.5 such that the
number of events in each bin is approximately equal. The fs/ fd distributions as a function of pT and
⌘ have been fitted with a uniform (first-order polynomial) distribution yielding fit p-values 0.64 (0.74)
and 0.76 (0.57), respectively. No significant fs/ fd dependence on pT and |⌘| is seen at the present level
of accuracy. Figure 2 (right) shows the ATLAS fs/ fd measurement in comparison with results from
LEP [19], CDF [19] and LHCb [18].

In summary, this Letter reports on the first ATLAS measurement of the quantity Eq. (3) from which the
ratio of fragmentation fractions fs/ fd is derived yielding Eq. (4). This result, which is obtained from
measuring the ratio of event yields in the exclusive decays B0

s ! J/ � and B0
d ! J/ K⇤0 produced in

LHC pp collisions at
p

s = 7 TeV for an integrated luminosity of 2.47 fb�1, agrees with results from
LHCb [18], CDF [20], and the LEP [19] average. The ATLAS data show no dependence on pT nor on |⌘|
within the kinematic range tested.

Acknowledgements
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institutions without whom ATLAS could not be operated e�ciently.
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exponential function while partially reconstructed B ! J/ X decays require parameterization with a
complementary error function with all parameters left free for both functions.

The B0
s and B0

d yields are extracted in the mass range 5.1 < mB0
s
< 5.6 GeV and 5.0 < mB0

d
< 5.5 GeV,

respectively. Figure 1 shows the measured J/ � and J/ K⇤0 invariant-mass spectra with fits overlaid.
The total number of derived B0

s ! J/ � and B0
d ! J/ K⇤0 signal events from the fits are 6640± 100 and

36290 ± 320, respectively. The �2/dof of the B0
s (B0

d) invariant-mass fit is 0.959 (0.945).

The additive systematic uncertainties result from the B0
s ! J/ � and B0

d ! J/ K⇤0 signal and back-
ground parameterizations. The contribution from the signal shape parameterization is calculated by vary-
ing the five fixed parameters within ±1� in a multivariate Gaussian function that takes into account all
correlations. For the non-peaking backgrounds, the exponential function is replaced with a second-order
polynomial for the B0

s while it is replaced with a second-order polynomial plus an error function for the
B0

d. The di↵erence in signal yield with respect to the nominal fit is taken as a systematic error. For peak-
ing backgrounds, the fixed parameters are varied by ±1� and the di↵erence with respect to the nominal
yield is taken as a systematic error. In addition, since S-wave contributions from B0

s ! J/ K+K� and
B0

s ! J/ f0(980) decays to B0
s ! J/ � and B0

d ! J/ K⇤0 are neglected in the fits, an uncertainty is
derived using the ATLAS measured contribution of 2.4% [16] for B0

s ! J/ �, and the contribution of 1%
for B0

d ! J/ K⇤0 derived from the MC simulation. All additive systematic errors are added in quadrature,
yielding total additive uncertainties of 220 NB0

s
and 650 NB0

d
events.

The multiplicative systematic uncertainty includes contributions from the relative e�ciency and the
branching fractions of the � and K⇤0 decays. The uncertainty on the relative e�ciency is dominated
by the uncertainty on the �/K⇤0 selection (3.5%) estimated as the di↵erence between the nominal relative
e�ciency and the one where the �/K⇤0 mass selection is not adjusted. Other uncertainties from the J/ 
selection (0.2%), reweighting (0.4%), B0

s and B0
d lifetimes (0.002%) and the contribution due to uncer-

tainties in the polarization parameters (0.01%) are negligible. Table 1 summarizes the contributions of
the additive and multiplicative systematic errors. Using Eq. (1) and the values listed in Table 1 yields

fs

fd

B(B0
s ! J/ �)

B(B0
d ! J/ K⇤0)

= 0.199 ± 0.004(stat) ± 0.010(sys). (3)
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relevant � and K⇤0 branching fractions, and resulting systematic uncertainties � on fs

fd
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B(B0

d!J/ K⇤0) .

Observable Value � Ref.
NB0

s
6640 ± 100 ± 220 3.3%

NB0
d

36290 ± 320 ± 650 1.8%
Re↵ 0.799 ± 0.001 ± 0.028 3.5%
B(�! K+K�) 0.489 ± 0.005 1.0% [9]
B(K⇤0 ! K+⇡�) 0.66503 ± 0.00014 0.02% [9]
Total 5.2%

A perturbative QCD prediction [17] yields

B(B0
s ! J/ �)

B(B0
d ! J/ K⇤0)

= 0.83+0.03
�0.02(!B)+0.01

�0.00( fM)+0.01
�0.02(ai)+0.01

�0.02(mc),

where the uncertainties result from the shape parameter !B of the B meson wave function, meson decay
constants fM, Gegenbauer moments ai in the wave functions of the light vector mesons and the c-quark
mass. Adding all contributions linearly yields a 7.1% theory error. Using this prediction, the ratio of
fragmentation fractions is measured to be

fs

fd
= 0.240 ± 0.004(stat) ± 0.013(sys) ± 0.017(th). (4)

However, fs/ fd may depend on the pT and ⌘ of the B meson, e.g. LHCb observes an fs/ fd dependence
on pT but no dependence on ⌘ [18]. Figure 2 (left) shows the pT dependence of fs/ fd for ATLAS and
that of other experiments. To investigate the pT and ⌘ dependences of fs/ fd, the data sample is divided
into six bins in pT in the range 8 GeV < pT < 50 GeV and four bins in ⌘ for |⌘| < 2.5 such that the
number of events in each bin is approximately equal. The fs/ fd distributions as a function of pT and
⌘ have been fitted with a uniform (first-order polynomial) distribution yielding fit p-values 0.64 (0.74)
and 0.76 (0.57), respectively. No significant fs/ fd dependence on pT and |⌘| is seen at the present level
of accuracy. Figure 2 (right) shows the ATLAS fs/ fd measurement in comparison with results from
LEP [19], CDF [19] and LHCb [18].

In summary, this Letter reports on the first ATLAS measurement of the quantity Eq. (3) from which the
ratio of fragmentation fractions fs/ fd is derived yielding Eq. (4). This result, which is obtained from
measuring the ratio of event yields in the exclusive decays B0

s ! J/ � and B0
d ! J/ K⇤0 produced in

LHC pp collisions at
p

s = 7 TeV for an integrated luminosity of 2.47 fb�1, agrees with results from
LHCb [18], CDF [20], and the LEP [19] average. The ATLAS data show no dependence on pT nor on |⌘|
within the kinematic range tested.
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- Presentation of updated measurement to [PRD 90 (2014) 052007],  
includes data collected at 8 TeV; !
- Statistical combination with 7TeV result.!

- The CP-violating phase angle ϕs(SM) = -0.0363+16-15 rad.!

- Width difference ∆	s(SM) = 0.087 ± 0.021 ps-1 !

- Less sensitive to NP; constrains models!

- Bs � J/� � PS -> VV decay mode,!
- time-dependent flavour-tagged analysis separates  

CP-even/-odd states!
- Characterised by 3 angles, choose Transversity basis!

- 376k events in ‘Bs’ range: 5.150 – 5.650 GeV - no Bs lifetime cuts

21

Measurement of the CP-violating phase, φs,   and the B0
s meson decay width        

difference in decays of  Bs ! J/ �

B0
s J/ �

B̄0
s

PRD 84 (2011) 033005

New
! 
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- Identification of Bs flavour at  
point of production,!
- improved sensitivity, sign ambiguities!

- Opposite-side tagging:!
- information from the non-signal 

b-hadron used to infer the initial 
 flavour of the signal Bs system.!

- Self-tagging calibration sample: !
- Search for additional lepton in the event (µ,e)!
- If no lepton, look for b-tagged jet  

    (track-based, anti-kT, R=0.8)!
- Untagged events: P=0.5

22

B-Charge Flavour Tagging
J/ 

�

Bs

µ

B̄u,d,s

B± ! J/ K±

µ-Q
1− 0.5− 0 0.5 1

dQdN  N1

0

0.05

0.1

0.15

0.2

0.25

0.3

+B
-B

-1 = 8 TeV, 19.5 fbs

Data

ATLAS Preliminary

combined µ

Tagger Efficiency [%] Dilution [%] Tagging Power 
[%]Combined µ 4.12 ± 0.02 47.4 ± 0.2 0.92 ± 0.02

Electron 1.19 ± 0.01 49.2 ± 0.3 0.29 ± 0.01
Segment-tagged µ 1.20 ± 0.01 28.6 ± 0.2 0.10 ± 0.01

Jet-charge 13.15 ± 0.03 11.85 ± 0.03 0.19 ± 0.01
Total 19.7 ± 0.04 27.6 ± 0.06 1.49 ± 0.02
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- Unbinned likelihood fit: 9 physics parameters

23

Fit Model
- Observables:!

- m(J/�KK), %, �(%)!
-  !
- Tagging probability
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5 Maximum likelihood fit248

An unbinned maximum likelihood fit is performed on the selected events to extract the parameters of the249

B0
s � J/y(µ+µ�)f(K+K�) decay. The fit uses information about the reconstructed mass m, the mea-250

sured proper decay time t, the measured proper decay time uncertainty st , the tagging probability, and251

the transversity angles W of each B0
s � J/yf decay candidate. The transversity angles W = (qT ,yT ,fT )252

are defined in Section 5.1. The likelihood is independent of the K+K� mass distribution. The likeli-253

hood function is defined as a combination of the signal and background probability density functions as254

follows:255

ln L =
N

Â
i=1

{wi · ln( fs ·Fs(mi, ti,sti ,Wi,P(B|Q))+ fs · fB0 ·FB0(mi, ti,sti ,Wi,P(B|Q))

+(1� fs · (1+ fB0))Fbkg(mi, ti, ,sti ,Wi,P(B|Q))}
(1)

where N is the number of selected candidates, wi is a weighting factor to account for the trigger efficiency256

(described in Section 5.3), fs is the fraction of signal candidates, and fB0 is the fraction of B0 mesons257

mis-identified as B0
s candidates calculated relative to the number of signal events; this parameter is fixed258

to its MC value and varied as part of the systematics. The mass mi, the proper decay time ti and the decay259

angles Wi are the values measured from the data for each event i. Fs, FB0 and Fbkg are the probability260

density functions (PDF) modelling the signal, the specific B0 background and the other background261

distributions, respectively. A detailed description of the signal PDF terms in Equation (1) is given in262

Section 5.1. The two background functions are described in Section 5.2.263

5.1 Signal PDF264

The PDF used to describe the signal events, Fs has following composition:265

Fs(mi, ti,Wi,P(B|Q),sti) = Ps(mi) ·Ps(Wi, ti,P(B|Q),sti)

·Ps(sti) ·Ps(P(B|Q)) ·A(Wi,pTi) ·Ps(pTi) (2)

The mass function Ps(mi) is modelled by a sum of three Gaussian distributions. The probability terms266

Ps(sti) and Ps(pTi) are described by Gamma functions and are unchanged from the previous analysis [23].267

The tagging probability term for signal Ps(P(B|Q)) is described in Section 4.3.268

The term Ps(Wi, ti,P(B|Q),sti) is a joint PDF for the decay time t and the transversity angles W for269

the B0
s � J/y(µ+µ�)f(K+K�) decay. Ignoring detector effects, the distribution for the time t and the270

angles W is given by the differential decay rate [24]:271

d4G
dt dW

=
10

Â
k=1

O(k)(t)g(k)(qT ,yT ,fT ),

where O(k)(t) are the time-dependent amplitudes and g(k)(qT ,yT ,fT ) are the angular functions, both272

given in Table 4. The formulae for the time-dependent amplitudes have the same structure for B0
s and273

B̄0
s but with a sign reversal in the terms containing Dms. A⌦(t) describes a CP odd final-state configu-274

ration while both A0(t) and A�(t) correspond to CP even final-state configurations. AS(t) describes the275

contribution of the CP odd non-resonant Bs � J/yK+K� S-wave state (which includes the f0.). The276

corresponding amplitudes are given in the last four lines of Table 4 (k = 7–10). The amplitudes are277

parametrized by |Ai|eidi with the conventions d0 = 0 and |A0(0)|2 + |A⌦(0)|2 + |A�(0)|2=1. |A⌦(0)| is278

determined according to this condition, while remaining three amplitudes are parameters of fit.279
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An unbinned maximum likelihood fit is performed on the selected events to extract the parameters of the249

B0
s � J/y(µ+µ�)f(K+K�) decay. The fit uses information about the reconstructed mass m, the mea-250

sured proper decay time t, the measured proper decay time uncertainty st , the tagging probability, and251

the transversity angles W of each B0
s � J/yf decay candidate. The transversity angles W = (qT ,yT ,fT )252

are defined in Section 5.1. The likelihood is independent of the K+K� mass distribution. The likeli-253

hood function is defined as a combination of the signal and background probability density functions as254

follows:255
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where N is the number of selected candidates, wi is a weighting factor to account for the trigger efficiency256

(described in Section 5.3), fs is the fraction of signal candidates, and fB0 is the fraction of B0 mesons257

mis-identified as B0
s candidates calculated relative to the number of signal events; this parameter is fixed258

to its MC value and varied as part of the systematics. The mass mi, the proper decay time ti and the decay259

angles Wi are the values measured from the data for each event i. Fs, FB0 and Fbkg are the probability260

density functions (PDF) modelling the signal, the specific B0 background and the other background261

distributions, respectively. A detailed description of the signal PDF terms in Equation (1) is given in262

Section 5.1. The two background functions are described in Section 5.2.263

5.1 Signal PDF264

The PDF used to describe the signal events, Fs has following composition:265

Fs(mi, ti,Wi,P(B|Q),sti) = Ps(mi) ·Ps(Wi, ti,P(B|Q),sti)

·Ps(sti) ·Ps(P(B|Q)) ·A(Wi,pTi) ·Ps(pTi) (2)

The mass function Ps(mi) is modelled by a sum of three Gaussian distributions. The probability terms266

Ps(sti) and Ps(pTi) are described by Gamma functions and are unchanged from the previous analysis [23].267

The tagging probability term for signal Ps(P(B|Q)) is described in Section 4.3.268

The term Ps(Wi, ti,P(B|Q),sti) is a joint PDF for the decay time t and the transversity angles W for269

the B0
s � J/y(µ+µ�)f(K+K�) decay. Ignoring detector effects, the distribution for the time t and the270

angles W is given by the differential decay rate [24]:271

d4G
dt dW

=
10

Â
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O(k)(t)g(k)(qT ,yT ,fT ),

where O(k)(t) are the time-dependent amplitudes and g(k)(qT ,yT ,fT ) are the angular functions, both272

given in Table 4. The formulae for the time-dependent amplitudes have the same structure for B0
s and273

B̄0
s but with a sign reversal in the terms containing Dms. A⌦(t) describes a CP odd final-state configu-274

ration while both A0(t) and A�(t) correspond to CP even final-state configurations. AS(t) describes the275

contribution of the CP odd non-resonant Bs � J/yK+K� S-wave state (which includes the f0.). The276

corresponding amplitudes are given in the last four lines of Table 4 (k = 7–10). The amplitudes are277

parametrized by |Ai|eidi with the conventions d0 = 0 and |A0(0)|2 + |A⌦(0)|2 + |A�(0)|2=1. |A⌦(0)| is278
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Lifetime correction weight for  
 small trigger bias at high proper time

Signal Component:
Mass:     Triple-Gaussian 
Lifetime: Expo. ⊗ Gaussian 
           (per-candidate errors) 
Angular: Lifetime/transversity/ 
              Tagging PDF
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5 Maximum likelihood fit248

An unbinned maximum likelihood fit is performed on the selected events to extract the parameters of the249

B0
s � J/y(µ+µ�)f(K+K�) decay. The fit uses information about the reconstructed mass m, the mea-250

sured proper decay time t, the measured proper decay time uncertainty st , the tagging probability, and251

the transversity angles W of each B0
s � J/yf decay candidate. The transversity angles W = (qT ,yT ,fT )252

are defined in Section 5.1. The likelihood is independent of the K+K� mass distribution. The likeli-253

hood function is defined as a combination of the signal and background probability density functions as254

follows:255

ln L =
N

Â
i=1

{wi · ln( fs ·Fs(mi, ti,sti ,Wi,P(B|Q))+ fs · fB0 ·FB0(mi, ti,sti ,Wi,P(B|Q))

+(1� fs · (1+ fB0))Fbkg(mi, ti, ,sti ,Wi,P(B|Q))}
(1)

where N is the number of selected candidates, wi is a weighting factor to account for the trigger efficiency256

(described in Section 5.3), fs is the fraction of signal candidates, and fB0 is the fraction of B0 mesons257

mis-identified as B0
s candidates calculated relative to the number of signal events; this parameter is fixed258

to its MC value and varied as part of the systematics. The mass mi, the proper decay time ti and the decay259

angles Wi are the values measured from the data for each event i. Fs, FB0 and Fbkg are the probability260

density functions (PDF) modelling the signal, the specific B0 background and the other background261

distributions, respectively. A detailed description of the signal PDF terms in Equation (1) is given in262

Section 5.1. The two background functions are described in Section 5.2.263

5.1 Signal PDF264

The PDF used to describe the signal events, Fs has following composition:265

Fs(mi, ti,Wi,P(B|Q),sti) = Ps(mi) ·Ps(Wi, ti,P(B|Q),sti)

·Ps(sti) ·Ps(P(B|Q)) ·A(Wi,pTi) ·Ps(pTi) (2)

The mass function Ps(mi) is modelled by a sum of three Gaussian distributions. The probability terms266

Ps(sti) and Ps(pTi) are described by Gamma functions and are unchanged from the previous analysis [23].267

The tagging probability term for signal Ps(P(B|Q)) is described in Section 4.3.268

The term Ps(Wi, ti,P(B|Q),sti) is a joint PDF for the decay time t and the transversity angles W for269

the B0
s � J/y(µ+µ�)f(K+K�) decay. Ignoring detector effects, the distribution for the time t and the270

angles W is given by the differential decay rate [24]:271

d4G
dt dW

=
10

Â
k=1

O(k)(t)g(k)(qT ,yT ,fT ),

where O(k)(t) are the time-dependent amplitudes and g(k)(qT ,yT ,fT ) are the angular functions, both272

given in Table 4. The formulae for the time-dependent amplitudes have the same structure for B0
s and273

B̄0
s but with a sign reversal in the terms containing Dms. A⌦(t) describes a CP odd final-state configu-274

ration while both A0(t) and A�(t) correspond to CP even final-state configurations. AS(t) describes the275

contribution of the CP odd non-resonant Bs � J/yK+K� S-wave state (which includes the f0.). The276

corresponding amplitudes are given in the last four lines of Table 4 (k = 7–10). The amplitudes are277

parametrized by |Ai|eidi with the conventions d0 = 0 and |A0(0)|2 + |A⌦(0)|2 + |A�(0)|2=1. |A⌦(0)| is278
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Not reviewed, for internal circulation only

k O(k)(t) g(k)(qT ,yT ,fT )

1 1
2 |A0(0)|2

h
(1+ cosfs)e�G(s)

L t +(1� cosfs)e�G(s)
H t ±2e�Gst sin(Dmst)sinfs

i
2cos2 yT (1� sin2 qT cos2 fT )

2 1
2 |A�(0)|2

h
(1+ cosfs)e�G(s)

L t +(1� cosfs)e�G(s)
H t ±2e�Gst sin(Dmst)sinfs

i
sin2 yT (1� sin2 qT sin2 fT )

3 1
2 |A⌦(0)|2

h
(1� cosfs)e�G(s)

L t +(1+ cosfs)e�G(s)
H t ⇧2e�Gst sin(Dmst)sinfs

i
sin2 yT sin2 qT

4 1
2 |A0(0)||A�(0)|cosd|| � 1✏

2
sin2yT sin2 qT sin2fTh

(1+ cosfs)e�G(s)
L t +(1� cosfs)e�G(s)

H t ±2e�Gst sin(Dmst)sinfs

i

5 |A�(0)||A⌦(0)|[1
2(e

�G(s)
L t � e�G(s)

H t)cos(d⌦�d||)sinfs sin2 yT sin2qT sinfT
±e�Gst(sin(d⌦�d�)cos(Dmst)� cos(d⌦�d�)cosfs sin(Dmst))]

6 |A0(0)||A⌦(0)|[1
2(e

�G(s)
L t � e�G(s)

H t)cosd⌦ sinfs
1✏
2

sin2yT sin2qT cosfT

±e�Gst(sind⌦ cos(Dmst)� cosd⌦ cosfs sin(Dmst))]
7 1

2 |AS(0)|2
h
(1� cosfs)e�G(s)

L t +(1+ cosfs)e�G(s)
H t ⇧2e�Gst sin(Dmst)sinfs

i
2
3
�
1� sin2 qT cos2 fT

�

8 |AS(0)||A�(0)|[1
2(e

�G(s)
L t � e�G(s)

H t)sin(d� �dS)sinfs
1
3

✏
6sinyT sin2 qT sin2fT

±e�Gst(cos(d� �dS)cos(Dmst)� sin(d� �dS)cosfs sin(Dmst))]
9 1

2 |AS(0)||A⌦(0)|sin(d⌦�dS)
1
3

✏
6sinyT sin2qT cosfTh

(1� cosfs)e�G(s)
L t +(1+ cosfs)e�G(s)

H t ⇧2e�Gst sin(Dmst)sinfs

i

10 |A0(0)||AS(0)|[1
2(e

�G(s)
H t � e�G(s)

L t)sindS sinfs
4
3

✏
3cosyT

�
1� sin2 qT cos2 fT

�

±e�Gst(cosdS cos(Dmst)+ sindS cosfs sin(Dmst))]

Table 4: Table showing the ten time-dependent functions, O(k)(t) and the functions of the transversity angles g(k)(qT ,yT ,fT ). The amplitudes |A0(0)|2
and |A�(0)|2 are for the CP-even components of the B0

s � J/yf decay, |A⌦(0)|2 is the CP-odd amplitude; they have corresponding strong phases d0, d�
and d⌦. By convention d0 is set to be zero. The S-wave amplitude |AS(0)|2 gives the fraction of B0

s � J/yK+K�( f0) and has a related strong phase dS.
The ± and ⇧ terms denote two cases: the upper sign describes the decay of a meson that was initially a B0

s meson, while the lower sign describes the
decays of a meson that was initially B̄0

s .
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- Preliminary measurement of the  
time-dependent flavour-tagged CP  
asymmetry parameters  
in decays of  

- 14.3 fb-1 from 8 TeV!
- statistically combined  

with previous result,  
7 TeV 4.9 fb-1!

- CP-violating phase, &s,  
consistent with other  
experiments 
and SM predictions!

- ϕs(SM) = -0.0363+16-15 rad.!
-  ∆	s(SM) = 0.087 ± 0.021 ps-1
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            : Results

ATLAS data overlaid

Bs ! J/ �

Phys.Rev. D90 (2014) 052007

Parameter Value Stat. Syst.
Φs -0.094 0.083 0.033 rad
∆Γs 0.082 0.011 0.007 ps-1

Γs 0.677 0.003 0.003 ps-1

|A||(0)|2 0.227 0.004 0.006
|A0(0)|2 0.515 0.004 0.002
|As(0)|2 0.086 0.007 0.012
'⊥ 4.13 0.34 0.15 rad
'|| 3.16 0.13 0.05 rad

'⊥ - 's -0.08 0.03 0.01 rad

Bs ! J/ �
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- ATLAS B-Physics and Quarkonium programme from Run-I provided significant contributions, 
with:!
- Observations of (and searches for) new states!

- Also search for H & Z➔ bb�, cc�    (PRL 114 (2015) 121801)!
- BSM processes !
- Precise mass, lifetime, branching fraction measurements!
- CP violation !

- Still many interesting run-I results to be  
released, and Run 2 perfect for CPV!

- Quarkonium sector explored in  
variety of decay modes  
and feed-down processes, !
- Synergy across LHC experiments with 

comprehensive measurements covering 
0 < pT < 120 GeV, and y < 4.5,  
to constrain next generation  
of theoretical models.!

- No significant deviations from SM  
expectations observed across  
the range of measurements shown 
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- Run-2 with upgraded detector  
already off to a flying start:!
- much improved tracking!
- expect much more to come … 


