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The Galactic cosmic-ray paradigm
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below 1015 eV
• origin in the disk of the 
Milky Way 
• propagate in > kpc halo 
(indirect evidence)
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γ rays as a charged particle tracer
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GULPING DOWN GAS and cannibalizing its smaller neighbors, the Milky Way
galaxy is still in the process of forming. For a key to this image, see page 41.

COPYRIGHT 2003 SCIENTIFIC AMERICAN, INC.

High- and intermediate-velocity clouds
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Image:  Wakker and Richter 2003 Scientific American 

High-Velocity (HV) Cloud
infalling fresh gas

Intermediate-Velocity (IV) Cloud
gas ejected from disk
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Distances to HVCs/IVCs

5

vcloud

no absorption line
→ lower limit on distance

absorption line
→ upper limit on distance

distance bracket

H I emission intensity
→ gas column density
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Analysis method 
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γ rays

local HI HI Low-Latitude IV Arch HI Complex A

CO (traces local H2)
dust excess

(traces dark neutral medium)

= LAT PSF ⊗ exp ⋅

[ xHI,1 ⋅ + xHI,2 ⋅ + xHI,3 ⋅

+ xCO ⋅ + xDNM ⋅ ]⋅ qLIS(E) +

+ IC(l,b,Ε) + Isotropic(E) + 3FGL

γ-ray emission rate
(emissivity)

per H atom per sr per dE
in Local Interstellar Space

Casandjian (2015)

scaling factor
γ-ray emissivity

cosmic rays

interstellar medium tracer data
LAB HI survey

CfA CO survey
Planck dust thermal emission model

LAT data: 73 months  P7REP Clean

factor, and SRC represents the model for individual sources
described above.

5.2. Analysis Procedure and Baseline Results

Using the dataset described in Section 3.1, for each ROI in
Table 1 we build binned count cubes with 0 .25◦ spacing in angle
and 15 logarithmically spaced energy bins from 300MeV to 10
GeV for front- and back-converting events. The model in
Equation (6) is fit to the data by using the binned likelihood
analysis procedure implemented in the Science Tools that takes
into account the LAT exposure and PSF. We employ a joint
likelihood technique to independently treat the front- and back-
converting events in the fit in order to exploit the better angular
resolution of the former. We use the P7REP_V15_CLEAN
LAT instrument response functions.

The maximum likelihood values of the coefficients of the
interstellar emission models for the baseline analysis are

reported in Table 2. In Figures 7–9 we show the count maps
and residual maps summed over the entire energy range. The
residual maps do not show any large-scale structures correlated
with the templates used to model the γ-ray emission. Some
localized residuals may hint at missing point sources not
included in 3FGL, which was developed using the first 48
months of LAT observations, as opposed to the 73 months used
in our analysis.
For each target (HVC or IVC) in Table 1 we calculate the

test statistic TS, defined as

TS 2 ln , (7)
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where  is the maximum likelihood for the model that includes
the source of interest, while 0 is the maximum likelihood of
the minimal model where the contribution from the source is
set to null. TS is expected to be distributed as a 2c with a

Figure 7. Counts (left) and residuals after subtraction of the best-fit baseline model (right) for ROI A. Counts and residuals are summed over the entire energy range
from 300 MeV to 10 GeV. Residuals are expressed in units of approximate standard deviations, calculated as counts minus model-predicted counts divided by the
square root of counts. The maps are shown in the plate carrée projection centered at the ROI center used for the γ-ray analysis, and are smoothed for display using a
Gaussian kernel of 0.5s = ◦ .

Figure 8. Counts (left) and residuals after subtraction of the best-fit baseline model (right) for ROI B. See the caption of Figure 7 for details.
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combination of H I and WCO maps, have been used to trace the
DNM, neutral interstellar matter not properly traced by the
linear combination of N (H )I and WCO. However, the original
implementation of this method has two limitations: (1) the fit of
the dust map is biased by the missing DNM component; (2) the
effect of the assumptions on the stated errors in the fit of the
dust maps is overlooked.

Recently, the Planck and Fermi Collaborations (2014)
performed an analysis of Planck and LAT data of the
Chameleon interstellar complex where they refined the original
method by: (1) developing a “circular” fitting method, where
dust residuals are used to model the DNM in the γ-ray analysis,
and γ-ray residuals to model the DNM in the dust analysis
iteratively until a stable solution is found; (2) exploring several
assumptions on the errors used in the fits and folding the
differences into the errors on the final results.

The method developed by the Planck and Fermi Collabora-
tions (2014) derives a map of the DNM column densities from
γ rays to use in fitting the dust maps. Owing to the low gas
column densities (on average one order of magnitude lower
than in the Chameleon complex) and the limited statistics of the
γ-ray dataset, it was not applicable to our ROIs. We therefore
developed an alternative method to acknowledge and address
the issue of the missing DNM component in the dust fit that

does not rely on γ-ray data and is described in the rest of the
section.
Owing to the limited angular resolution of γ-ray data and the

other ISM tracers, and to the input projections accepted by the
LAT Science Tools, we reproject the maps from the Planck
Collaboration XI (2014) onto the grid chosen for the γ-ray
analysis in each ROI.
Under the assumptions that dust grains are well mixed with

gas in the cold and warm phases of the ISM (e.g., Bohlin
et al. 1978), and that the properties of dust grains and photon
fields are uniform within each phase and complex, we build a
model for the dust map D (i.e., the map of optical depth at
353 GHz, 353t , or radiance, R) by assuming that either quantity
is proportional to the atomic and molecular column densities as
traced by N (H )I and WCO, respectively, plus an isotropic term
representing any zero-level shift, for example, due to residual
contamination from the cosmic infrared background.
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Here and in the following equations we indicate with y ıH ,I the
dust specific power (opacity) per hydrogen atom, and with yCO

Figure 3. N (H )I column density maps for ROI A: (a) low-velocity (local) component, (b) the low-latitude IV Arch, (c) complex A. The black lines show the border
of ROI A, as used in the analysis. The maps are shown in zenithal equidistant projection.
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energy range also helps to attenuate the systematic
uncertainties due to the spectral models assumed for the
various components of the γ-ray sky.

For the γ-ray analysis described in this section and elsewhere
in the article we used the official LAT Science Tools, version
v09r34p01.10

3.2. Interstellar Medium Tracer Data

If the CR densities are uniform within a cloud, the γ-ray
intensities are simply proportional to the target gas column
densities. Thus, in order to model γ-ray emission from IVCs
and HVCs, and foreground emission from local gas we rely on
a set of ISM tracers described here.

We employ as tracer of atomic gas the Leiden-Argentine-
Bonn (LAB) all-sky survey of the 21 cm H I emission line by
Kalberla et al. (2005). The survey provides the H I line
brightness temperatures over a grid of 0◦. 5 (with an effective
angular resolution of ∼0◦. 6), and covers velocities with respect
to the local standard of rest from −450 to +400 km s−1, at a
resolution of 1.3 km s−1. Data were corrected for stray radiation
reaching a residual noise contamination 0.09< K for most
directions in the sky. We use data from Kalberla et al. (2005) to
derive N (H )I column-density maps as described in
Section 4.1.

Molecular hydrogen cannot be traced directly in its most
common cold state. The most widely used surrogate tracer is
the 2.6 mm line of 12CO. For this work we use a map of CO
brightness temperature integrated over Doppler velocities,WCO,
derived from the Center for Astrophysics composite CO survey
(Dame et al. 2001) supplemented with higher-latitude
observations of the Ursa Major region (de Vries et al. 1987).
The CO data, denoised using the moment-masking technique
(Dame 2011), were used to construct the WCO map on a 0 .25◦

grid. The WCO intensities are assumed to be proportional to the
molecular hydrogen column densities N (H )2 .

Only ROI A contains significant CO emission (Figure 1).
The CO emission detected is associated with the Ursa Major
molecular clouds, located at a few 100 pc from the solar system
(e.g., de Vries et al. 1987). Note that, according to the results
from the component separation of the all-sky survey performed
using the Planck-HFI instrument (Planck Collaboration
XIII 2014), there is no significant CO emission in our ROIs
besides what is included in this CO map.

Various observations indicate that a linear combination of
N (H )I andWCO maps does not properly account for the totality
of the ISM neutral gas, but large fractions of the gas can be in a
DNM phase, also known as dark gas (e.g., Magnani et al. 2003;
Grenier et al. 2005; Abdo et al. 2010; Langer et al. 2010;
Planck and Fermi Collaborations 2014. The DNM may be
composed of molecular gas not associated with CO, revealed,
e.g., by alternative tracers like CH (e.g., Magnani et al. 2003),
that is likely to exist because the CO molecule is more prone to
photodissociation than H2 in the external layers of molecular
clouds (e.g., Wolfire et al. 2010; Smith et al. 2014). There can
also be a contribution from atomic gas overlooked because of
the approximations applied in deriving column densities from
the H I line intensities (Fukui et al. 2015). On large scales the
DNM in the Milky Way is best traced by dust thermal emission
or extinction and γ rays, which reveal correlated excesses on

top of the components traced by H I and CO that can be
interpreted as a contribution from undetected, but otherwise
normal, neutral interstellar matter (e.g., Grenier et al. 2005;
Abdo et al. 2010; Planck and Fermi Collaborations 2014).
In order to trace the DNM in this work we rely on the all-sky

model of thermal dust emission by the Planck Collaboration XI
(2014) based on Planck and IRAS data (Planck public data
release R1.20). We test both the map of optical depth at 353
GHz, 353t , and the map of total dust radiance, R. The angular
resolution of these maps is 5′. They are used to construct maps
of the DNM as described in 4.2.

4. CONSTRUCTION OF THE INTERSTELLAR MEDIUM
TRACER MAPS

For each ROI we construct maps of the N (H )I column
densities for different complexes along the line of sight, and
maps of the DNM column densities. The maps are constructed
over regions that include at least 5° boundaries around the ROI
in order to properly take into account the point-spread function
(PSF) of the LAT in fits of the models to the γ-ray data.

4.1. Construction of the H I Maps

The column densities of atomic gas, N (H )I , in IVCs and
HVCs, and those in the local foreground gas can be separated
based on Doppler velocities in order to separate contributions
from CR interactions with gas in different locations in the
Galaxy. To do so we adapt the procedure described in Abdo
et al. (2010). The procedure used in this work has three steps.

1. For each ROI we define some preliminary velocity
boundaries that separate different components along the
line of sight, namely low-velocity (local) gas, and gas in
HVCs/IVCs (Table 1).

2. For each line of sight on the grid of the LAB survey we
adjust the velocity boundaries so that they fall at the
closest minimum (or inflection point) in the brightness
temperature profile. The column density N (H )I asso-
ciated with each component is proportional to the integral

Figure 1. WCO intensities in the direction of ROI A. The map is shown in
zenithal equidistant projection. Blank pixels are set to zero. The black line
shows the border of the ROI.

10 The Science Tools are available along with LAT data from the Fermi
Science Support Center, http://fermi.gsfc.nasa.gov/ssc.
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However, the softening may be present and hidden by the large
statistical uncertainties.

Given the fact that the spectra are consistent within the
statistical uncertainties, we extract from the fit coefficients the
properties of the local ISM discussed above. We take into
account the systematic uncertainties related to inputs to the
interstellar emission model using the results of the analysis in
Section 5.4.1 and from the jackknife tests presented in
Section 5.4.2. The ISM properties are reported in Table 12.
They are similar to those inferred from LAT data for other
nearby interstellar complexes (e.g., Planck and Fermi Colla-
borations 2014), demonstrating that the modeling of the
foregrounds in our analysis is robust. The XCO ratio in the
Ursa Major molecular clouds that we obtain is consistent with
other estimates from alternative methods in the literature (e.g.,
de Vries et al. 1987).

APPENDIX B
EVALUATION OF ERRORS AND UPPER LIMITS WITH

THE JACKKNIFE METHOD

In this appendix we summarize the method used to evaluate
uncertainties and upper limits from the jackknife tests in
Section 5.4.2. Following Dudewicz & Mishra (1988), given the
jackknife estimates ıq with ı N1, ,= ¼ let

N
˜ 1

(13)
ı

N

ı
1

åq q=
=

be their arithmetic mean. A quantity known as Jı is defined as

J N N˜ ( 1) . (14)ı ıq q= - -

Figure 6. DNM templates built from radiance R, as determined from the iterative fitting procedure for the three ROIs A, B, and C. The black lines show the borders of
the ROIs. The errors to define the 2c for the fit were assumed to be proportional to the model in Equation (4), with the proportionality constant defined so that the
reduced 2c in the final fit is 1. The maps are shown in zenithal equidistant projection.
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Results
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• a: Low-Latitude Intermediate Velocity Arch and Complex A

• b: Lower and Upper Intermediate Velocity Arch

• c: Intermediate Velocity Spur
clouds definition and distance brackets from

Wakker 2001 ApJS 136 463
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Do CRs originate from the Galactic disk?
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• CR densities decrease with distance from the disk at 97.5% c.l.
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Comparison to propagation model
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• broad agreement with propagation model

• hint at 50% decrease within 2 kpc from the disk          large halos

models from Ackermann et al 2012 ApJ 750 3
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Final remarks

• first direct estimate of cosmic-ray nuclei densities in the 
Milky Way halo

• model-independent constraints on halo structure, 
propagation, and escape

• constraints tighter from distance brackets for more 
clouds, or made more stringent (Gaia)

• direct evidence for the origin of cosmic rays in the Milky Way 
disk

• hint at 50% decline in cosmic-ray densities within 2 kpc from 
the disk

• full description of method and results in:                     
Tibaldo et al. 2015 ApJ 807 161
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11



of 29L. Tibaldo 12

Target selection

selection criteria 
• distance/altitude bracket
• mass - distance detectable by the 
LAT

Milky Way disk
spiral arms

(from Hou et al 2009 A&A 499 473)

target
HV and IV

clouds
solar neighborhood
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Targets and analysis regions
distance/altitude brackets

Wakker 2001 ApJS 136 463
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Spectra of detected clouds
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