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Cosmic ray flux and interaction energies
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Example: cosmic-ray data at the highest energies
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The Pierre Auger Observatory 

1665 surface detectors: 
water-Cherenkov tanks 
(grid of 1.5 km, 3000 km2)

4 fluorescence detectors 
(24 telescopes in total)

LIDARs and laser facilities

High elevation 
telescopes

 Infill array of 750 m,
 Radio antenna array 

Southern hemisphere:
Province Mendoza, Argentina 4



Telescope Array (TA)

Northern hemisphere: Utah, USA

~3
0 

km 507 SDs cover 680 km2 

3 FD stations

Utah, USA
39.3 0 N
112.9 0 W
Alt. 1400 m

- Central Laser 
- Lidar, IR camera 

- Electron Light Source 

Calibration Facilities

507 surface detectors: 
double-layer scintillators 
(grid of 1.2 km, 680 km2)

3 fluorescence detectors 
(2 new, one station HiRes II)

Middle Drum: based on HiRes II

ELS Operation

LIDAR
Laser facility

FD Observation
Sep.3rd.2010   Beam Shot into the Sky, and Observed by FD

Event Display of ELS Shower 
Data  :  Sep.5th .2010.  AM04:30(UTC)

Energy : 41.1MeV 

Charge : 50pC/pulse

����

Beam Operation            :  Sep.2nd -4th

Beam shot into the Sky :   Sep. 3rd and 4th

# of Shot into the Sky�1800 pulses

Output power = 41.4MeV�40�140pC/pulse�0.5Hz

�	�����
���

Electron light source 
(ELS): ~40 MeV

Infill array and high
elevation telescopes

Test setup for 
radar reflection
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Precision measurement of shower observablesThe energy spectrum from surface detector data (I)
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The energy spectrum from surface detector data (I)
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Example: event observed with Auger Observatory
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Air showers: electromagnetic and hadronic components
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Very efficient transfer of hadronic 
energy to em. component 

High-energy interactions most important
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All-particle energy spectrum: model independent (almost)

Proton dominated flux
Suppression: delta resonance
Ankle: e+e– pair production

Iron dominated flux
Suppression: giant dipole resonance
Ankle: transition to galactic sources

(Dip model of Berezinsky et al.)

Auger ICRC 2013

e+e- pair production and 
photo-pion production

Measurement of nucleus disintegration

5

Ion beam

Target nucleus (at rest) 
needed to create photon
for interaction

Target: proton at rest

Electron beam

CMB

Photo-dissociation  
(giant dipole resonance)

Measurement of nucleus disintegration

5

Ion beam

Target nucleus (at rest) 
needed to create photon
for interaction

Target: proton at rest

Electron beam

CMB, IR
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Composition from longitudinal shower profile

Example: event measured by Auger Collab.
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Composition: model dependent interpretation
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The Astrophysical Journal Supplement Series, 203:34 (20pp), 2012 December The Pierre Auger Collaboration
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Figure 11. 99% CL upper limits on dipole and quadrupole amplitudes as a function of the energy. Some generic anisotropy expectations from stationary Galactic
sources distributed in the disk are also shown for various assumptions on the cosmic-ray composition. The fluctuations of the amplitudes due to the stochastic nature
of the turbulent component of the magnetic field are sampled from different simulation data sets and are shown by the bands (see the text).
(A color version of this figure is available in the online journal.)

Table 3
Summary of the Dipolar Analysis (ℓmax = 1) Reported in Section 5.2,

Together with the Derived 99% CL Upper Limits (UL) on the Amplitudes

∆E N r δ α UL
(EeV) (%) (◦) (◦) (%)

1–2 360132 1.0 ± 0.4 −15 ± 32 342 ± 20 1.5
2–4 88042 1.6 ± 0.8 −46 ± 28 35 ± 30 2.8
4–8 19794 2.7 ± 2.0 −69 ± 30 25 ± 74 5.8
>8 8364 7.5 ± 2.5 −37 ± 21 96 ± 18 11.4

simulation of showers. Both the systematic uncertainties asso-
ciated with the different interaction models and primary masses
and the statistical uncertainties related to the procedure used to
extract g1 and g2 constitute a source of systematic uncertainties
on the anisotropy parameters.

To quantify these systematic uncertainties, we repeated the
whole chain of analysis on a large number of modified data
sets. Each modified data set is built by randomly sampling the
coefficients αP , αρ, and βρ (or g1 and g2 when dealing with
geomagnetic effects) according to the corresponding uncertain-
ties and correlations between parameters through the use of a
Gaussian probability distribution function. For each new set of
correction coefficients, new sets of anisotropy parameters are
then obtained. The rms of each resulting distribution for each
anisotropy parameter is the systematic uncertainty that we as-
sign. Results are shown in Figure 10, in terms of the dipole
and quadrupole amplitudes as a function of the energy. Bal-
anced against the statistical uncertainties in the original analysis
(shown by the bands), it is apparent that both sources of system-
atic uncertainties have a negligible impact on each reconstructed
anisotropy amplitude.

7. UPPER LIMITS AND DISCUSSION

From the analyses reported in Section 5, upper limits on
dipole and quadrupole amplitudes can be derived at 99% CL
(see Appendices C and D). All relevant results are summarized
in Tables 3 and 4. The upper limits are also shown in Figure 11
accounting for the systematic uncertainties discussed in the
previous section: in the last two energy bins, the upper limits
are quite insensitive to the systematic uncertainties because all
amplitudes lie well within the background noise.

Below we illustrate the astrophysical interest of these upper
limits by calculating the anisotropy amplitudes expected in a toy
scenario in which sources of EeV cosmic rays are stationary,

Table 4
Summary of the Quadrupolar Analysis (ℓmax = 2) Reported in Section 5.3,
Together with the Derived 99% CL Upper Limits (UL) on the Amplitudes

∆E λ+ β UL (λ+) UL (β)
(EeV) (%) (%) (%) (%)

1–2 2.0 ± 0.7 1.7 ± 0.6 3.0 2.9
2–4 5.0 ± 1.7 4.2 ± 1.3 6.3 6.1
4–8 1.6 ± 2.0 1.9 ± 1.8 10.0 9.4
>8 4.0 ± 3.4 3.9 ± 2.7 14.5 13.8

densely and uniformly distributed in the Galactic disk, and emit
particles in all directions.

Both the strength and the structure of the magnetic field in
the Galaxy, known only approximately, play a crucial role in
the propagation of cosmic rays. The field is thought to contain
a large-scale regular component and a small-scale turbulent
one, both having a local strength of a few microgauss (see,
e.g., Beck 2001). While the turbulent component dominates in
strength by a factor of a few, the regular component imprints
dominant drift motions as soon as the Larmor radius of cosmic
rays is larger than the maximal scale of the turbulences (thought
to be in the range 10–100 pc). We adopt in the following a
recent parameterization of the regular component obtained by
fitting model field geometries to Faraday rotation measures of
extragalactic radio sources and polarized synchrotron emission
(Pshirkov et al. 2011). It consists in two different components:
a disk field and a halo field. The disk field is symmetric with
respect to the Galactic plane and is described by the widely
used logarithmic spiral model with reversal direction of the
field in two different arms (the so-called BSS-model). The
halo field is anti-symmetric with respect to the Galactic plane
and purely toroidal. The detailed parameterization is given in
Pshirkov et al. (2011) (with the set of parameters reported in
Table 3). In addition to the regular component, a turbulent field
is generated according to a Kolmogorov power spectrum and is
pre-computed on a three-dimensional grid periodically repeated
in space. The size of the grid is taken as 100 pc, so as the
maximal scale of turbulences, and the strength of the turbulent
component is taken as three times the strength of the regular one.

To describe the propagation of cosmic rays with energies
E ! 1 EeV in such a magnetic field, the direct integration of
trajectories is the most appropriate tool. Performing the forward
tracking of particles from Galactic sources and recording those
particles which cross the Earth is, however, not feasible within
a reasonable computing time. So, to obtain the anisotropy of
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Proton fraction,
anisotropy?

Origin of Ankle and Flux Suppression?
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Consistency constraint on interaction models
hln Ai and �(ln A)2

one-two-one relation of experimental observables to moments
of the mass distribution on top of the atmosphere:

hX
max

i ⇡ hX p
max

i � Dp hln Ai
�(X

max

)2 ⇡ h�2
i i+ D2

p �(ln A)2

given average depth of protons hX p
max

i, elongation rate Dp and
mass-averaged shower fluctuations h�2

i i.†

I hln Ai = P
fi ln Ai

e.g. pure p ! hln Ai = 0, pure Fe ! hln Ai ⇡ 4, 50:50 p/Fe ! hln Ai ⇡ 2

I �(ln A)2 = hln2 Ai � hln Ai2

e.g. pure p ! �(ln A)2 = 0, pure Fe ! �(ln A)2 = 0, 50:50 p/Fe ! �(ln A)2 ⇡ 4

† see J. Linsley, Proc. 18th ICRC, 1983 and Proc. 19th ICRC 1985 and also

K.H. Kampert&MU, APP (2012) 660 and Auger Collab., JCAP (2013) 026.
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hln Ai from Auger Data using Air Shower Simulations
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�2
ln A from Auger Data using Air Shower Simulations
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hln Ai and �(ln A)2

one-two-one relation of experimental observables to moments
of the mass distribution on top of the atmosphere:

hX
max

i ⇡ hX p
max

i � Dp hln Ai
�(X

max

)2 ⇡ h�2
i i+ D2

p �(ln A)2

given average depth of protons hX p
max

i, elongation rate Dp and
mass-averaged shower fluctuations h�2

i i.†

I hln Ai = P
fi ln Ai

e.g. pure p ! hln Ai = 0, pure Fe ! hln Ai ⇡ 4, 50:50 p/Fe ! hln Ai ⇡ 2

I �(ln A)2 = hln2 Ai � hln Ai2

e.g. pure p ! �(ln A)2 = 0, pure Fe ! �(ln A)2 = 0, 50:50 p/Fe ! �(ln A)2 ⇡ 4

† see J. Linsley, Proc. 18th ICRC, 1983 and Proc. 19th ICRC 1985 and also

K.H. Kampert&MU, APP (2012) 660 and Auger Collab., JCAP (2013) 026.
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Measurement of proton-air cross section
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How reliable are the predictions of the interaction models ?
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Challenge of limited phase space coverage
Relevance of Collider Experiments
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10

of the charged yield. ALICE does not correct for this contribution, whereas CMS does. We have removed
this small contribution from all our model predictions by counting only the produced charged hadrons.

IV. DATA VERSUS MODELS

A. Particle pseudorapidity densities

The dNch/dη|η=0 distributions of charged hadrons measured in NSD collisions at the LHC (0.9, 2.36
and 7.0 TeV) by ALICE and CMS (as well as by UA5 at 900 GeV) are shown in Fig. 2 compared to
two pythia 6.4 tunes, pythia 8 and to phojet. In the pythia case, the NSD predictions are obtained
switching off the single-diffractive contributions6, without any hadron-level trigger. Since the effects of the
LHC MB-selections have been corrected for by the experiments themselves using pythia (and phojet as
a cross-check), this is a consistent comparison.
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FIG. 2: Pseudorapidity distributions of charged hadrons, h± ≡ (h+ + h−)/2, measured in NSD p-p events at the
LHC (

√
s = 0.9, 2.36 and 7 TeV) by ALICE [36, 37] and CMS [38, 39] (and by UA5 [42] in p-p̄ at 900 GeV) compared

to three different versions of the pythia and phojet MCs. The dashed band is the systematic uncertainty of the
CMS experiment which is similar to those of the two other measurements.

6 MSUB(92)=MSUB(93)=0 in pythia 6.4, SoftQCD:singleDiffraction=off in pythia 8.
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Cross section measurements at LHCInelastic Proton-Proton Cross-Section
Standard Glauber conversion + propagation of modeling uncertainties
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LHCf: very forward photon production at 7 TeV

(LHCf Collab., Phys. Lett. B 703, 2011)
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Fig. 5. Comparison of the single photon energy spectra between the experimental data and the MC predictions. Top panels show the spectra and the bottom panels show the
ratios of MC results to experimental data. Left (right) panel shows the results for the large (small) rapidity range. Different colors show the results from experimental data
(black), QGSJET II-03 (blue), DPMJET 3.04 (red), SIBYLL 2.1 (green), EPOS 1.99 (magenta) and PYTHIA 8.145 (yellow). Error bars and gray shaded areas in each plot indicate the
experimental statistical and the systematic errors, respectively. The magenta shaded area indicates the statistical error of the MC data set using EPOS 1.99 as a representative
of the other models. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this Letter.)

LHCf detectors by two methods; first by using the distribution of
particle impact positions measured by the LHCf detectors and sec-
ond by using the information from the Beam Position Monitors
(BPMSW) installed ±21 m from the IP [24]. From the analysis of
the fills 1089–1134, we found a maximum ∼4 mm shift of the
beam center at the LHCf detectors, corresponding to a crossing an-
gle of ∼30 µrad assuming the beam transverse position did not
change. The two analyses gave consistent results for the location
of the beam center on the detectors within 1 mm accuracy. In
the geometrical construction of events we used the beam-center
determined by LHCf data. We derived photon energy spectra by
shifting the beam-center by 1 mm. The spectra are modified by
5–20% depending on the energy and the rapidity range. This is
assigned as a part of systematic uncertainty in the final energy
spectra.

The background from collisions between the beam and the
residual gas in the vacuum beam pipe can be estimated from the
data. During LHC operation, there were always bunches that did
not have a colliding bunch in the opposite beam at IP1. We call
these bunches ‘non-crossing bunches’ while the normal bunches
are called as ‘crossing bunches.’ The events associated with the
non-crossing bunches are purely from the beam-gas background
while the events with the crossing bunches are mixture of beam-
beam collisions and beam-gas background. Because the event rate
of the beam-gas background is proportional to the bunch inten-
sity, we can calculate the background spectrum contained in the
crossing bunch data by scaling the non-crossing bunch events. We
found the contamination from the beam-gas background in the fi-
nal energy spectrum is only ∼0.1%. In addition the shape of the

energy spectrum of beam-gas events is similar to that of beam-
beam events, so beam-gas events do not have any significant im-
pact on the beam-beam event spectrum.

The collision products and beam halo particles can hit the beam
pipe and produce particles that enter the LHCf detectors. However
according to MC simulations, these particles have energy below
100 GeV [10] and do not affect the analysis presented in this Let-
ter.

5. Comparison with models

In the top panels of Fig. 5 photon spectra predicted by
MC simulations using different models, QGSJET II-03 (blue) [22],
DPMJET 3.04 (red) [21], SIBYLL 2.1 (green) [25], EPOS 1.99 (ma-
genta) [20] and PYTHIA 8.145 (default parameter set; yellow) [26,
27] for collisions products are presented together with the com-
bined experimental results. To combine the experimental data of
the Arm1 and Arm2 detectors, the content in each energy bin was
averaged with weights by the inverse of errors. The systematic un-
certainties due to the multi-hit cut, particle identification (PID),
absolute energy scale and beam center uncertainty are quadrati-
cally added in each energy bin and shown as gray shaded areas in
Fig. 5. The uncertainty in the luminosity determination (±6.1% as
discussed in Section 2), that is not shown in Fig. 5, can make an
energy independent shift of all spectra.

In the MC simulations, 1.0 × 107 inelastic collisions were gen-
erated and the secondary particles transported in the beam pipe.
Deflection of charged particles by the D1 beam separation dipole,
particle decay and particle interaction with the beam pipe are
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LHCf detectors by two methods; first by using the distribution of
particle impact positions measured by the LHCf detectors and sec-
ond by using the information from the Beam Position Monitors
(BPMSW) installed ±21 m from the IP [24]. From the analysis of
the fills 1089–1134, we found a maximum ∼4 mm shift of the
beam center at the LHCf detectors, corresponding to a crossing an-
gle of ∼30 µrad assuming the beam transverse position did not
change. The two analyses gave consistent results for the location
of the beam center on the detectors within 1 mm accuracy. In
the geometrical construction of events we used the beam-center
determined by LHCf data. We derived photon energy spectra by
shifting the beam-center by 1 mm. The spectra are modified by
5–20% depending on the energy and the rapidity range. This is
assigned as a part of systematic uncertainty in the final energy
spectra.

The background from collisions between the beam and the
residual gas in the vacuum beam pipe can be estimated from the
data. During LHC operation, there were always bunches that did
not have a colliding bunch in the opposite beam at IP1. We call
these bunches ‘non-crossing bunches’ while the normal bunches
are called as ‘crossing bunches.’ The events associated with the
non-crossing bunches are purely from the beam-gas background
while the events with the crossing bunches are mixture of beam-
beam collisions and beam-gas background. Because the event rate
of the beam-gas background is proportional to the bunch inten-
sity, we can calculate the background spectrum contained in the
crossing bunch data by scaling the non-crossing bunch events. We
found the contamination from the beam-gas background in the fi-
nal energy spectrum is only ∼0.1%. In addition the shape of the

energy spectrum of beam-gas events is similar to that of beam-
beam events, so beam-gas events do not have any significant im-
pact on the beam-beam event spectrum.

The collision products and beam halo particles can hit the beam
pipe and produce particles that enter the LHCf detectors. However
according to MC simulations, these particles have energy below
100 GeV [10] and do not affect the analysis presented in this Let-
ter.

5. Comparison with models

In the top panels of Fig. 5 photon spectra predicted by
MC simulations using different models, QGSJET II-03 (blue) [22],
DPMJET 3.04 (red) [21], SIBYLL 2.1 (green) [25], EPOS 1.99 (ma-
genta) [20] and PYTHIA 8.145 (default parameter set; yellow) [26,
27] for collisions products are presented together with the com-
bined experimental results. To combine the experimental data of
the Arm1 and Arm2 detectors, the content in each energy bin was
averaged with weights by the inverse of errors. The systematic un-
certainties due to the multi-hit cut, particle identification (PID),
absolute energy scale and beam center uncertainty are quadrati-
cally added in each energy bin and shown as gray shaded areas in
Fig. 5. The uncertainty in the luminosity determination (±6.1% as
discussed in Section 2), that is not shown in Fig. 5, can make an
energy independent shift of all spectra.

In the MC simulations, 1.0 × 107 inelastic collisions were gen-
erated and the secondary particles transported in the beam pipe.
Deflection of charged particles by the D1 beam separation dipole,
particle decay and particle interaction with the beam pipe are
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Examples of tuning interaction models to LHC data
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Figure 6: Total, inelastic and elastic p-p cross section calculated with EPOS 1.99 (solid line),
QGSJETII-03 (dashed line), QGSJET01 (dash-dotted line) and SIBYLL 2.1 (dotted line) on left
panel, and EPOS LHC (solid line) and QGSJETII-04 (dashed line) on right panel. Points are data
from [5] and the stars are the LHC measurements by the TOTEM experiment [6].
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Figure 7: Pseudorapidity distribution dN/dη of charged particles for events with at least one
charged particle with |η| < 1 for p-p interactions at 900 GeV and 7 TeV. Simulations with
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panel, are compared to data points from ALICE experiment [7].
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6

0
25
50
75

100
125
150
175
200
225
250

10 2 10 3 10 4 10 5 10 6

  √s (GeV)

  σ
 (m

b) p + p
Total

Inelastic

Elastic

EPOS 1.99
QGSJETII-03
QGSJET01
SIBYLL 2.1
TOTEM

0
25
50
75

100
125
150
175
200
225
250

10 2 10 3 10 4 10 5 10 6

  √s (GeV)

  σ
 (m

b) p + p
Total

Inelastic

Elastic

EPOS LHC
QGSJETII-04
TOTEM

Figure 6: Total, inelastic and elastic p-p cross section calculated with EPOS 1.99 (solid line),
QGSJETII-03 (dashed line), QGSJET01 (dash-dotted line) and SIBYLL 2.1 (dotted line) on left
panel, and EPOS LHC (solid line) and QGSJETII-04 (dashed line) on right panel. Points are data
from [5] and the stars are the LHC measurements by the TOTEM experiment [6].

0

1

2

3

4

5

6

7

-10 -5 0 5 10
 pseudorapidity η

 (1
/N

) d
N

 / 
dη

7 TeV

900 GeV

 ALICE  p + p → chrg  Inel>0

EPOS 1.99
QGSJETII-03
QGSJET01
SIBYLL 2.1

0

1

2

3

4

5

6

7

-10 -5 0 5 10
 pseudorapidity η

 (1
/N

) d
N

 / 
dη

7 TeV

900 GeV

 ALICE  p + p → chrg  Inel>0

EPOS LHC
QGSJETII-04

Figure 7: Pseudorapidity distribution dN/dη of charged particles for events with at least one
charged particle with |η| < 1 for p-p interactions at 900 GeV and 7 TeV. Simulations with
EPOS 1.99 (solid line), QGSJETII-03 (dashed line), QGSJET01 (dash-dotted line) and SIBYLL 2.1
(dotted line) on left panel, and EPOS LHC (solid line) and QGSJETII-04 (dashed line) on right
panel, are compared to data points from ALICE experiment [7].

3 Progress due to LHC measurements

3.1 Phase space coverage

Phase space plot in η vs. p⊥ of the different LHC experiments

3.2 Model comparison to LHC data

Old and new models side-by-side:

• Cross section p-p (total, elastic)

• pseudorapidity distribution

• multiplicity distribution

• Antibaryon production rate, discussion of comparison Tevatron vs. LHC

6

0
25
50
75

100
125
150
175
200
225
250

10 2 10 3 10 4 10 5 10 6

  √s (GeV)

  σ
 (m

b) p + p
Total

Inelastic

Elastic

EPOS 1.99
QGSJETII-03
QGSJET01
SIBYLL 2.1
TOTEM

0
25
50
75

100
125
150
175
200
225
250

10 2 10 3 10 4 10 5 10 6

  √s (GeV)

  σ
 (m

b) p + p
Total

Inelastic

Elastic

EPOS LHC
QGSJETII-04
TOTEM

Figure 6: Total, inelastic and elastic p-p cross section calculated with EPOS 1.99 (solid line),
QGSJETII-03 (dashed line), QGSJET01 (dash-dotted line) and SIBYLL 2.1 (dotted line) on left
panel, and EPOS LHC (solid line) and QGSJETII-04 (dashed line) on right panel. Points are data
from [5] and the stars are the LHC measurements by the TOTEM experiment [6].

0

1

2

3

4

5

6

7

-10 -5 0 5 10
 pseudorapidity η

 (1
/N

) d
N

 / 
dη

7 TeV

900 GeV

 ALICE  p + p → chrg  Inel>0

EPOS 1.99
QGSJETII-03
QGSJET01
SIBYLL 2.1

0

1

2

3

4

5

6

7

-10 -5 0 5 10
 pseudorapidity η

 (1
/N

) d
N

 / 
dη

7 TeV

900 GeV

 ALICE  p + p → chrg  Inel>0

EPOS LHC
QGSJETII-04

Figure 7: Pseudorapidity distribution dN/dη of charged particles for events with at least one
charged particle with |η| < 1 for p-p interactions at 900 GeV and 7 TeV. Simulations with
EPOS 1.99 (solid line), QGSJETII-03 (dashed line), QGSJET01 (dash-dotted line) and SIBYLL 2.1
(dotted line) on left panel, and EPOS LHC (solid line) and QGSJETII-04 (dashed line) on right
panel, are compared to data points from ALICE experiment [7].

3 Progress due to LHC measurements

3.1 Phase space coverage

Phase space plot in η vs. p⊥ of the different LHC experiments

3.2 Model comparison to LHC data

Old and new models side-by-side:

• Cross section p-p (total, elastic)

• pseudorapidity distribution

• multiplicity distribution

• Antibaryon production rate, discussion of comparison Tevatron vs. LHC

6

0
25
50
75

100
125
150
175
200
225
250

10 2 10 3 10 4 10 5 10 6

  √s (GeV)

  σ
 (m

b) p + p
Total

Inelastic

Elastic

EPOS 1.99
QGSJETII-03
QGSJET01
SIBYLL 2.1
TOTEM

0
25
50
75

100
125
150
175
200
225
250

10 2 10 3 10 4 10 5 10 6

  √s (GeV)

  σ
 (m

b) p + p
Total

Inelastic

Elastic

EPOS LHC
QGSJETII-04
TOTEM

Figure 6: Total, inelastic and elastic p-p cross section calculated with EPOS 1.99 (solid line),
QGSJETII-03 (dashed line), QGSJET01 (dash-dotted line) and SIBYLL 2.1 (dotted line) on left
panel, and EPOS LHC (solid line) and QGSJETII-04 (dashed line) on right panel. Points are data
from [5] and the stars are the LHC measurements by the TOTEM experiment [6].

0

1

2

3

4

5

6

7

-10 -5 0 5 10
 pseudorapidity η

 (1
/N

) d
N

 / 
dη

7 TeV

900 GeV

 ALICE  p + p → chrg  Inel>0

EPOS 1.99
QGSJETII-03
QGSJET01
SIBYLL 2.1

0

1

2

3

4

5

6

7

-10 -5 0 5 10
 pseudorapidity η

 (1
/N

) d
N

 / 
dη

7 TeV

900 GeV

 ALICE  p + p → chrg  Inel>0

EPOS LHC
QGSJETII-04

Figure 7: Pseudorapidity distribution dN/dη of charged particles for events with at least one
charged particle with |η| < 1 for p-p interactions at 900 GeV and 7 TeV. Simulations with
EPOS 1.99 (solid line), QGSJETII-03 (dashed line), QGSJET01 (dash-dotted line) and SIBYLL 2.1
(dotted line) on left panel, and EPOS LHC (solid line) and QGSJETII-04 (dashed line) on right
panel, are compared to data points from ALICE experiment [7].

3 Progress due to LHC measurements

3.1 Phase space coverage

Phase space plot in η vs. p⊥ of the different LHC experiments

3.2 Model comparison to LHC data

Old and new models side-by-side:

• Cross section p-p (total, elastic)

• pseudorapidity distribution

• multiplicity distribution

• Antibaryon production rate, discussion of comparison Tevatron vs. LHC

6

10
-10

10
-9

10
-8

10
-7

10
-6

10
-5

0 1000 2000 3000
 Energy (GeV)

 d
N
γ /

 d
E

LHCf p + p  √s = 7 TeV
 8.81 < η < 8.99   ∆φ=20

EPOS 1.99
QGSJETII-03
QGSJET01
SIBYLL 2.1

10
-10

10
-9

10
-8

10
-7

10
-6

10
-5

0 1000 2000 3000
 Energy (GeV)

 d
N
γ /

 d
E

LHCf p + p  √s = 7 TeV
 8.81 < η < 8.99   ∆φ=20

EPOS LHC
QGSJETII-04
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3.3 Predicted air shower properties
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• Xmax vs. shower energy

• Muon number vs. shower energy

• Muon energy spectrum
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• Muon number vs. shower energy

• Muon energy spectrum
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Predictions for depth of shower maximum
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New models favour interpretation  
as heavier composition than before
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Combined CMS and TOTEM measurements
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Figure 6: Charged-particle pseudorapidity distributions from an inclusive sample (top left), a
NSD-enhanced sample (top right), and a SD-enhanced sample (bottom). The error bars repre-
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Multitude of new LHC measurements
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Figure 2. Ratio of the energy deposited in the pseudorapidity range �6.6 < ⌘ < �5.2 for events
with a charged-particle jet with |⌘jet| < 2 with respect to the energy in inclusive events, as a
function of the jet transverse momentum pT for

p
s = 0.9 (left), 2.76 (middle), and 7TeV (right).

Corrected results are compared to the pythia and herwig++ MC models. Error bars indicate
the statistical uncertainty on the data points, while the grey band represents the statistical and
systematic uncertainties added in quadrature.
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Figure 3. Ratio of the energy deposited in the pseudorapidity range �6.6 < ⌘ < �5.2 for events
with a charged-particle jet with |⌘jet| < 2 with respect to the energy in inclusive events, as a function
of the jet transverse momentum pT for

p
s = 0.9 (left), 2.76 (middle), and 7TeV (right). Corrected

results are compared to MC models used in cosmic ray physics and to cascade and dipsy. Error
bars indicate the statistical uncertainty on the data points, while the grey band represents the
statistical and systematic uncertainties added in quadrature.

by pT. As pT increases, the collisions become more central and the number of parton inter-

actions increases. Above pT = 10GeV/c, the collision is central and the underlying event

activity saturates. The pre-LHC pythia 6 tune D6T fails to describe the data, while

pythia 6 and pythia 8 tunes fitted to LHC data on the underlying event at central ra-

pidity agree with the data at forward rapidity within ±5%. As expected, when MPIs are

switched o↵, pythia predicts a forward energy density that is independent of the central

– 11 –

(CMS, JHEP04, 2013)
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Increasing number of articles with 
direct comparison with cosmic ray models

(CMS, Baus ICRC 2015)
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First LHC data at 13 TeV c.m. energy
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Figure 3: (left) Distributions of the pseudorapidity density of charged hadrons in the region
|h| < 2 in inelastic pp collisions at 13 TeV measured in data (solid markers, combined track
and tracklet results, symmetrized in h), and predicted by the PYTHIA8 CUETP8S1 and the
EPOS LHC event generators (curves). The grey shaded area encompassing the data points in-
dicates their correlated systematic uncertainties. The blue band corresponds to the envelope
of the CUETP8S1 tune parametric uncertainties. (right) Center-of-mass energy dependence
of dNch/dh||h|<0.5 including ISR [15, 16], UA5 [17, 18], PHOBOS [19], and ALICE [20] data.
The solid curve shows a second-order polynomial in ln(s) fit to the data points, including the
new result at

p
s = 13 TeV. The dashed and dotted curves show the PYTHIA8 CUETP8S1 and

EPOS LHC predictions, respectively.

ergies (ISR [15, 16], UA5 [17, 18], PHOBOS [19], and ALICE [20, 21]) are also plotted. The
measured values are empirically fitted using a second-order polynomial in ln(s) as 3.17 �
0.372 ln(s) + 0.0291 ln(s)2, where s has the units GeV2, which provides a good description of
the available data over the full energy range. The PYTHIA8 and EPOS LHC event generators
globally reproduce the collision-energy dependence of hadron production in inelastic pp colli-
sions.

6 Summary

The pseudorapidity distribution of charged hadrons has been measured by the CMS experi-
ment, operated at zero magnetic field, at the LHC in proton-proton collisions at

p
s = 13 TeV.

Using two methods, based on hit pairs and straight-line tracks in the barrel region of the
CMS pixel detector, a charged hadron multiplicity at midrapidity, dNch/dh||h|<0.5 = 5.49 ±
0.01 (stat) ± 0.17 (syst), has been obtained for inelastic pp events. In the central region, the
measured dNch/dh distribution is consistent with predictions of the PYTHIA8 (with the CMS
underlying event tunes CUETP8S1 and CUETP8M1) and EPOS LHC (LHC tune) event genera-
tors, while those in a wider h range are better described by the latter. These results constitute
the first CMS measurement of hadron production at the new center-of-mass energy frontier,
and provide new constraints for the improvement of perturbative and nonperturbative QCD
aspects implemented in hadronic event generators.

Anthony Morley EPS 2015

13 TeV Results

dNev/dnch & <pT> vs. nch 

• Low nch not well 
modelled by any MC; 
large contribution from 
diffraction 

• Models without colour 
reconnection (QGSJET) 
fail to model scaling 
with nch very well 
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13 TeV Results
dNch/dη 

• Models differ mainly 
in normalisation, 
shape similar 

• Exception is HERWIG 
tuned entirely on UE. 

d
2
Nev/dηdpT 

• Measurement spans 10 
orders of magnitude 

• Some Models/Tunes give 
remarkably good 
predictions (EPOS, 
Pythia)
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(CMS, 1507.05915)

Good agreement with data !
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Indications for shortcomings of our current understanding
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9

directly to our measurement.
We consider QGSJet01, QGSJetII-03, QGSJetII-

04, and Epos LHC for this comparison. The relation of
⟨Xmax⟩ and ⟨lnA⟩ at a given energy E for these models
is in good agreement with the prediction from the gener-
alized Heitler model of hadronic air showers

⟨Xmax⟩ = ⟨Xmax⟩p + fE⟨lnA⟩, (9)

where ⟨Xmax⟩p is the average depth of the shower max-
imum for proton showers at the given energy and fE
an energy-dependent parameter [4, 41]. The parameters
⟨Xmax⟩p and fE were computed from air shower simula-
tions for each model.
We derive a similar expression from Eq. (1) by substi-

tuting Nµ,p = (E/ξc)β and computing the average loga-
rithm of the muon number

⟨lnNµ⟩ = ⟨lnNµ⟩p + (1 − β)⟨lnA⟩ (10)

β = 1− ⟨lnNµ⟩Fe − ⟨lnNµ⟩p
ln 56

. (11)

Since Nµ ∝ Rµ, we can replace lnNµ by lnRµ. The same
can be done in Eq. (2), which also holds for averages due
to the linearity of differentiation.
We estimate the systematic uncertainty of the approx-

imate Heitler model by computing β from Eq. (11), and
alternatively from d⟨lnRµ⟩p/d lnE and d⟨lnRµ⟩Fe/d lnE.
The three values would be identical if the Heitler model
was accurate. Based on the small deviations, we es-
timate σsys[β] = 0.02. By propagating the system-
atic uncertainty of β, we arrive at a small systematic
uncertainty for predicted logarithmic muon content of
σsys[⟨lnRµ⟩] < 0.02.
With Eq. (9) and Eq. (10), we convert the measured

mean depth ⟨Xmax⟩ into a prediction of the mean loga-
rithmic muon content ⟨lnRµ⟩ at θ = 67◦ for each hadronic
interaction model. The relationship between ⟨Xmax⟩ and
⟨lnRµ⟩ can be represented by a line, which is illustrated
in Fig. 5. The Auger measurements at 1019 eV are also
shown. The discrepancy between data and model predic-
tions is shown by a lack of overlap of the data point with
any of the model lines.
The model predictions of ⟨lnRµ⟩ and d⟨lnRµ⟩/d lnE

are summarized and compared to our measurement in
Fig. 6 and 7, respectively. ForQGSJetII-03,QGSJetII-
04, and Epos LHC, we use estimated ⟨lnA⟩ data
from Ref. [39]. Since QGSJet01 has not been in-
cluded in that reference, we compute ⟨lnA⟩ using
Eq. (9) [4] from the latest ⟨Xmax⟩ data [39]. The sys-
tematic uncertainty of the ⟨lnRµ⟩ predictions is de-
rived by propagating the systematic uncertainty of ⟨lnA⟩
(±0.03 (sys.)), combined with the systematic uncertainty
of the Heitler model (±0.02 (sys.)). The predicted loga-
rithmic gain d⟨lnRµ⟩/d lnE is calculated through Eq. (2),
while d lnA/d lnE is obtained from a straight line fit to
⟨lnA⟩ data points between 4× 1018 eV and 5× 1019 eV.
The systematic uncertainty of the d⟨lnRµ⟩/d lnE predic-
tions is derived by varying the fitted line within the sys-
tematic uncertainty of the ⟨lnA⟩ data (±0.02 (sys.)), and

680 700 720 740 760 780 800 820
⟨Xmax⟩ / g cm−2

0.0

0.2

0.4

0.6

0.8

1.0

⟨l
n
R

µ
⟩

Auger
data

p

He

N

Fe

E = 1019 eV, θ = 67◦EPOS LHC

QGSJet II-04

QGSJet II-03

QGSJet01

FIG. 5. Average logarithmic muon content ⟨lnRµ⟩ (this
study) as a function of the average shower depth ⟨Xmax⟩ (ob-
tained by interpolating binned data from Ref. [39]) at 1019 eV.
Model predictions are obtained from showers simulated at
θ = 67◦. The predictions for proton and iron showers are di-
rectly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

by varing β within its systematic uncertainty in Eq. (2)
(±0.005 (sys.)).

The four hadronic interaction models fall short in
matching our measurement of the mean logarithmic
muon content ⟨lnRµ⟩. QGSJetII-04 and Epos LHC
have been updated after the first LHC data. The dis-
crepancy is smaller for these models, and Epos LHC
performs slightly better than QGSJetII-04. Yet none
of the models is covered by the total uncertainty inter-
val. The minimum deviation is 1.4 σ. To reach consis-
tency, the muon content in simulations would have to be
increased by 30% to 80%. If on the other hand the pre-
dictions of the latest models were close to the truth, con-
sistency could only be reached by increasing the Auger
energy scale by about 30%. Without a self-consistent
description of air shower observables, conclusions about
the mass composition from the measured absolute muon
content remain tentative.

The situation is better for the logarithmic gain
d⟨lnRµ⟩/d lnE. The measured value is higher than
the predictions from ⟨lnA⟩ data, but the discrepancy is
smaller. If all statistical and systematic uncertainties are
added in quadrature, the deviation between measurement
and ⟨lnA⟩-based predictions is 1.3 to 1.4 σ. The statisti-
cal uncertainty is not negligible, which opens the possi-
bility that the apparent deviation is a statistical fluctua-
tion. If we assume that the hadronic interaction models
reproduce the logarithmic gain of real showers, which is
supported by the internal consistency of the predictions,
the large measured value of d⟨lnRµ⟩/d lnE disfavors a
pure composition hypothesis. If statistical and system-

Muon number in inclined showers

Combination of information on mean 
depth of shower maximum and 
muon number at ground

(Auger, PRD91, 2015)
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subtraction of the detection uncertainties from the total
spread. Its systematic uncertainty of ±0.033 is estimated
from the variations just described (±0.014 (sys.) in total),
and by varying the detection uncertainties within a plau-
sible range (±0.030 (sys.)).
At θ = 67◦, the average zenith angle of the data set,

Rµ = 1 corresponds to Nµ = 1.455× 107 muons at the
ground with energies above 0.3GeV. For model compar-
isons, it is sufficient to simulate showers at this zenith
angle down to an altitude of 1425m and count muons at
the ground with energies above 0.3GeV. Their number
should then be divided by Nµ = 1.455× 107 to obtain
RMC

µ , which can be directly compared to our measure-
ment.
Our fit yields the average muon content ⟨Rµ⟩. For

model comparisons the average logarithmic muon con-
tent, ⟨lnRµ⟩, is also of interest, as we will see in the next
section. The relationship between the two depends on
shape and size of the intrinsic fluctuations. We compute
⟨lnRµ⟩ numerically based on our fitted model of the in-
trinsic fluctuations:

⟨lnRµ⟩(1019 eV) =
∫ ∞

0

lnRµ N (Rµ) dRµ

= 0.601± 0.016+0.167
−0.201(sys.), (8)

where N (Rµ) is a Gaussian with mean ⟨Rµ⟩ and spread
σ[Rµ] as obtained from the fit. The deviation of ⟨lnRµ⟩
from ln⟨Rµ⟩ is only 2% so that the conversion does not
lead to a noticeable increase in the systematic uncer-
tainty.
Several consistency checks were performed on the data

set. We found no indications for a seasonal variation, nor
for a dependence on the zenith angle or the distance of
the shower axis to the fluorescence telescopes.

V. MODEL COMPARISON AND DISCUSSION

A simple comparison of our data with air showers
simulated at the mean zenith angle θ = 67◦ with the
hadronic interaction models QGSJetII-04 and Epos
LHC is shown in Fig. 4. The ratio ⟨Rµ⟩/(E/1019 eV)
cancels most of the energy scaling, and emphasizes the
effect of the cosmic-ray mass A on the muon number.
We compute the ratio from Eq. (4) (line), and alterna-
tively by a bin-wise averaging of the original data (data
points). The two ways of computing the ratio are visually
in good agreement, despite minor bin-to-bin migration
effects that bias the bin-by-bin method. The fitting ap-
proach we used for the data analysis avoids the migration
bias by design.
Proton and iron showers are well separated, which il-

lustrates the power of ⟨Rµ⟩ as a composition estimator.
A caveat is the large systematic uncertainty on the abso-
lute scale of the measurement, which is mainly inherited
from the energy scale [40]. This limits its power as a mass
composition estimator, but we will see that our measure-
ment contributes valuable insights into the consistency of
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FIG. 4. Average muon content ⟨Rµ⟩ per energy E as a func-
tion of the shower energy E, as measured bin-by-bin (circles)
and by the fit of Eq. (4) (line). Square brackets indicate the
systematic uncertainty of the bin-by-bin data points, the di-
agonal offsets are caused by the correlated effect of systematic
shifts in the energy scale. The grey band indicates the sta-
tistical uncertainty of the fitted line. Shown for comparison
are theoretical curves for proton and iron showers simulated
at θ = 67◦ (dotted and dashed lines). Black triangles at the
bottom indicate the energy bin edges. The binning was ad-
justed to obtain equal numbers of events per bin.

hadronic interaction models around and above energies
of 1019 eV, where other sensitive data are sparse.
A hint of a discrepancy between the models and the

data is the high abundance of muons in the data. The
measured muon number is higher than in pure iron show-
ers, suggesting contributions of even heavier elements.
This interpretation is not in agreement with studies based
on the depth of shower maximum [39], which show an av-
erage logarithmic mass ⟨lnA⟩ between proton and iron in
this energy range. We note that our data points can be
moved between the proton and iron predictions by shift-
ing them within the systematic uncertainties, but we will
demonstrate that this does not completely resolve the
discrepancy. The logarithmic gain d⟨lnRµ⟩/d lnE of the
data is also large compared to proton or iron showers.
This suggests a transition from lighter to heavier ele-
ments that is also seen in the evolution of the average
depth of shower maximum.
We will now quantify the disagreement between model

predictions and our data with the help of the mass
composition inferred from the average depth ⟨Xmax⟩
of the shower maximum. A valid hadronic interaction
model has to describe all air shower observables consis-
tently. We have recently published the mean logarith-
mic mass ⟨lnA⟩ derived from the measured average depth
of the shower maximum ⟨Xmax⟩ [39]. We can therefore
make predictions for the mean logarithmic muon content
⟨lnRµ⟩ based on these ⟨lnA⟩ data, and compare them

Number of muons in showers with θ>60°

Several	  measurements:	  indica9ons	  for	  muon	  discrepancy
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Difference in fluorescence and simulated array signal
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28

Auger: rescaling of 24% needed relative to 50/50 mix of p and Fe
TA: rescaling of 27% needed relative to protons (QGSJET II.03)

Auger ICRC 2013

TA, ICHEP2014 11 

  
  
FD energy EFD 

  SD energy ESD 

(scaled to FD energy) 

 Ԣܵܵܵܵ/1.27ܧܧ = ܵܵܵܵܧܧ 

Hybrid events E > 1019 eV 
Angular resolution = 1.4o 

E > 1019 eV 
Energy resolution < 20% 

Energy Scale Check and resolution 

TA ICHEP 2014
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Muon production at large lateral distance

Energy	  distribu9on	  of	  last	  interac9on  
that	  produced	  a	  detected	  muon

Muons in UHE Air Showers

air shower cascade: energy of last interaction before decay to µ

hadron + air → π/K + X
↘

µ+ νµ
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2

Muon	  observed	  at	  1000	  m	  from	  core

µ+

π+

ν

π+

(Maris et al. ICRC 2009)

Typically	  8-‐10 
interac9ons

Ep±,dec ⇠ 30GeV
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Importance of hadronic interactionsSensitivity of Air Showers to Interactions

]2Depth [g/cm
0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200

M
uo

ns

210

310

410

510

610

710

810

910 eV19Proton, 10
100 Highest Energy Interactions
Individual Sub-Showers

]2Depth [g/cm
0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200

/g
]

2
En

er
gy

 D
ep

os
it 

 [G
eV

 c
m

310

410

510

610

710

810 eV19Proton, 10
100 Highest Energy Interactions
Individual Sub-Showers

Global shower properties and the shower maximum are sensitive to
the highest energy interactions

Muons in air showers are sensitive to the hadronic cascade over all
energies
→ Large problem in predicting the overall muon number is small
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Ralf Ulrich, ralf.ulrich@kit.edu 17

Sensitivity of Air Showers to Interactions
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Muons in air showers are sensitive to the hadronic cascade over all
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Muons: majority produced  
in ~30 GeV interactions

Shower particles produced in 100 
interactions of highest energyElectrons

Muons

Electrons/photons: 
high-energy interactions

Muons/hadrons: 
low-energy interactionsLow-energy 

interactions

(Ulrich APS 2010)
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Change of energy transferred to electromagnetic component

p+

p�

p0

p̄

n̄

p̄

L̄
p̄
p

p
p̄

1	  Baryon-‐AnFbaryon	  pair	  producFon	  	  	  (Pierog,	  Werner)	  
• Baryon	  number	  conserva9on	  
• Low-‐energy	  par9cles:	  large	  angle	  to	  shower	  axis	  
• Transverse	  momentum	  of	  baryons	  higher	  
• Enhancement	  of	  mainly	  low-‐energy	  muons

Baryon  
sub-‐shower

Meson 
sub-‐shower

Decay	  of  
leading	  par9cle

(Grieder	  ICRC	  1973;	  Pierog,	  Werner	  PRL	  101,	  2008)

2	  Leading	  parFcle	  effect	  for	  pions	  	  	  	  (Drescher	  2007,	  Ostapchenko	  )	  
• Leading	  par9cle	  for	  a	  π	  could	  be	  ρ0	  and	  not	  π0	  
• Decay	  of	  ρ0	  to	  100%	  into	  two	  charged	  pions

3	  New	  hadronic	  physics	  at	  high	  energy	  	  	  (Farrar,	  Allen	  2012)	  
• Inhibi9on	  of	  π0	  decay	  (Lorentz	  invariance	  viola9on	  etc.)	  
• Chiral	  symmetry	  restaura9on

30% chance to have
π0 as leading particle
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Predictions for muon number at ground
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Tuning of baryon-antibaryon production
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Figure 8: Multiplicity distribution of charged particles with pt >100 MeV and |η| < 2.5 for
p-p interactions at 7 TeV. Simulations with EPOS 1.99 (solid line), QGSJETII-03 (dashed line),
QGSJET01 (dash-dotted line) and SIBYLL 2.1 (dotted line) on left panel, and EPOS LHC (solid
line) and QGSJETII-04 (dashed line) on right panel, are compared to data points from ATLAS
collaboration [8]
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line) on right panel. Points are data from CMS experiment [9].
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Sibyll 2.3 
(release 
candidate) Elab = 158 GeV

(Pierog 2013) (Riehn 2015) 30



How important is forward π0 and ρ0 production ?

Sibyll 2.3 
(release candidate)

Elab = 250GeV

NA22 NA22 NA22

p+ p ! p0 ! 2g

p+ p ! r0 ! p+ p�

(Riehn 2015)

Sibyll 2.3 
(mod. π0)

x

F

= pk/p

max
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How important is forward π0 and ρ0 production ?

Note: change in Xmax due to enhanced ρ0 production very small (negligible)

Sibyll 2.3 (release candidate) Sibyll 2.3 (mod. π0)

factor
~ 2

(Riehn 2015) 32
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Compatible with data at lower energy – IceTop ?

 H. Dembinski, J.G. Gonzalez | Bartol institute, University of Delaware | 2015 11

Muon-LDF

HD 2015

One month of data (June 2011)

More checks needed for Mnal publication – stay tuned
Final results will have larger energy range and several zenith angles (µ attenuation!)

(IceCube, Dembinski & Gonzalez ICRC 2015)

Sibyll 2.1 predictions for p and Fe bracket data

 H. Dembinski, J.G. Gonzalez | Bartol institute, University of Delaware | 2015 3

IceCube Neutrino Observatory
CR energies 1 PeV to 1000 PeV

DAQ since 2005, completed 2011

IceTop

 1 km2 ice-Cherenkov

 125 m spacing

 Coverage 3 x 10- 4

 2835 m a.s.l. 680 gcm-2

KASCADE

0.04 km2

13 m

1.5 x 10-2

1000 gcm-2

 H. Dembinski, J.G. Gonzalez | Bartol institute, University of Delaware | 2015 3

IceCube Neutrino Observatory
CR energies 1 PeV to 1000 PeV

DAQ since 2005, completed 2011

IceTop

 1 km2 ice-Cherenkov

 125 m spacing

 Coverage 3 x 10- 4

 2835 m a.s.l. 680 gcm-2

KASCADE

0.04 km2

13 m

1.5 x 10-2

1000 gcm-2

Consistency with lower energy showers essential for confirmation
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Compatible with data at lower energy – KASCADE-Grande ?

34

Heavy 

Light 

  6) The results 

15 SIBYLL 2.1 predictions for Fe+Si/H+He are smaller than the measured data at HE for inclined EAS 

Heavy 

Light 
Vertical EAS 

Inclined EAS 

HE LE 

(Arteaga, KASCADE-Grande, ICRC 2015)

shower energy



NA61 experiment at CERN SPS
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Dedicated cosmic ray runs (π-C at 158 and 350 GeV)

(former NA49 detector, extended)

Results from Pion-Carbon Interactions Measured by NA61/SHINE A. E. Hervé
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Figure 2: Inclusive production of charged pions in p�+C interactions at beam energies of 158 and
350 GeV/c. For better visibility, the spectra from the nth momentum bin are multiplied by a factor of
1/4n. The momentum increases from top to bottom as indicated in the legend on the right.

4. Production of r0 Mesons

The measurement of resonances in p+C is useful to constrain the production of r0 meson,
which is important to predict the number of muons observed in air showers as the baryon fraction
(see e.g. Ref. [19]).

In the inclusive p+p� mass spectra there is a large combinatorial background, which domi-
nates over the effective mass distributions of individual resonances. The method used to estimate

4

Results from Pion-Carbon Interactions Measured by NA61/SHINE A. E. Hervé
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Figure 2: Inclusive production of charged pions in p�+C interactions at beam energies of 158 and
350 GeV/c. For better visibility, the spectra from the nth momentum bin are multiplied by a factor of
1/4n. The momentum increases from top to bottom as indicated in the legend on the right.

4. Production of r0 Mesons

The measurement of resonances in p+C is useful to constrain the production of r0 meson,
which is important to predict the number of muons observed in air showers as the baryon fraction
(see e.g. Ref. [19]).

In the inclusive p+p� mass spectra there is a large combinatorial background, which domi-
nates over the effective mass distributions of individual resonances. The method used to estimate

4

(NA61, Herve ICRC 2015) 35



New results from NA61: ρ0 production

Results from Pion-Carbon Interactions Measured by NA61/SHINE A. E. Hervé
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Figure 4: p+p� mass distribution in p�+C interactions at 158 GeV/c in the range 0.4 < xF < 0.5. Dots
with error bars denote the data and the fitted resonance templates are shown as filled histograms. The vertical
lines indicate the range of the fit.

the background is the so called charge mixing, which uses the (p+p++p�p�) mass spectra as an
estimate of the background.

The fitting procedure uses templates of the p+p� mass distribution for each resonance. These
templates are constructed by passing simulated p+C interactions, generated with the EPOS1.99 [20]
hadronic interaction model using CRMC [21], through the full NA61 detector Monte Carlo chain.
All the cuts that are applied to the data are also applied to the templates. This method of using
templates allows for the fitting of both resonances with dominant three body decays, such as the w ,
and resonances with non p+p� decays, such as the K⇤0. The data is split into bins of Feynman-x,
xF .

The fit to the p+p� mass spectrum is performed between masses of 0.4 GeV/c and 1.5 GeV/c
using the following expression:

F(m) = Â
i

bi Ti(m)

where bi is the relative contribution for each template, Ti, used. An example of one of these fits can
be seen in Fig. 4, The templates in the fit are the background found from charge mixing and the
following resonances: r0, K⇤0, w , f2, f0 (980), a2, h and K0

S.
The fitting method is validated by applying the same procedure to the simulated data set which

was used to construct the templates for the fit. For the majority of xF bins there is good agreement
between the fit and the true value, with some discrepancies for larger xF bins of up to 20%. This
bias is corrected for in the final analysis. The data is also corrected for losses due to the acceptance
of the detector, as well as any bias due to the cuts used and any reconstruction efficiencies. Apart
from the acceptance, these corrections are typically less than 20%.

The average multiplicity of r0 mesons is presented in Fig. 5. Also shown are predictions by
EPOS1.99 [20], DPMJET3.06 [22], SIBYLL2.1 [23], QGSJETII-04 [24] and EPOSLHC [25]. It
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Figure 5: Average multiplicity of the r0 meson in p+C at pbeam = 158GeV/c as a function of Feynman-x.
The bars show the statistical errors; the bands indicate systematic errors. The lines depict predictions of
hadronic interaction models: red - EPOS1.99, blue - DPMJET3.06, black - SIBYLL2.1, green - QGSJETII-
04, dashed red - EPOSLHC.

can be seen that there is an underestimation of the r0 for almost all hadronic interaction models,
with the exception of QGSJETII-04 for xF > 0.8. It is interesting to note that while QGSJETII-04
and EPOSLHC were tuned to NA22 p++p data [26], there is an underestimation in p�+C.

Systematic errors are estimated by comparing correction factors for different hadronic interac-
tion models (EPOS and DPMJET), comparing the correction for the bias using different background
estimates and varying the cuts applied to the data. The systematic is dominated by the background
estimates, up to 14%, where as the other errors are less than 4%. Other sources of uncertainty, such
as using templates from a different model, are found to be much smaller.

5. Conclusions and Outlook

In this article, we summarized results from pion-carbon interactions measured with the multi-
purpose experiment NA61/SHINE at the CERN SPS, which are of importance for the modeling of
cosmic ray air showers.

The comparisons to hadronic interaction models shown in this article suggest that these models
require further tuning to reproduce the charged pion spectra and r0 production.

It is planned to further refine both analyses presented here, including the measurement of
inclusive spectra of charged kaons and protons as well as the study of the multiplicities of other
resonances in addition to the r0.
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and 71989), the Janos Bolyai Research Scholarship of the Hungarian Academy of Ât’ Sciences, the Polish Ministry of
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Figure 5: An example of reconstructed event from the 2007 run. The red lines correspond to the fitted tracks, the yellow
(grey) points to the used (unused) TPC clusters.
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candidates. Mean value of the peak is indicated. MC dis-
tribution (dashed histogram) is normalized to the data right
tail.

(iii) matching of track segments from di�erent TPCs
into global tracks,

(iv) track fitting through the magnetic field and deter-
mination of track parameters at the first measured
TPC cluster,
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Figure 7: Track reconstruction e�ciency for negatively
charged particles as a function of momentum in the polar
angle interval [100,140] mrad.

(v) determination of the interaction vertex as the in-
tersection point of the incoming beam particle with
the middle target plane,

(vi) refitting the particle trajectory using the interaction
vertex as an additional point and determining the
particle momentum at the interaction vertex and

(NA61, Herve, 
ICRC 2015)

(Riehn 2015)

Invariant mass of two charged tracks

p�C ! r0 ! p+ p�

Elab = 158GeV
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Atmospheric neutrinos
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5

FIG. 4. The two observed events from (a) August 2011 and
(b) January 2012. Each sphere represents a DOM. Colors
represent the arrival times of the photons where red indicates
early and blue late times. The size of the spheres is a measure
for the recorded number of photo-electrons.

The atmospheric muon and neutrino background
events are simulated independently. However, at higher
energies, events induced by downward-going atmospheric
neutrinos should also contain a significant amount of at-
mospheric muons produced in the same air shower as
the neutrino [17]. Since these events are reconstructed
as downward-going, they are more likely to be rejected
with the higher NPE threshold in this region. Thus, the
number of simulated atmospheric neutrino background
events is likely overestimated here.
After unblinding 615.9 days of data, we observe two

events that pass all the selection criteria. The hypothe-
sis that the two events are fully explained by atmospheric
background including the baseline prompt atmospheric
neutrino flux [14] has a p-value of 2.9×10−3 (2.8σ). This
value includes the uncertainties on the expected number
of background events by marginalizing over a flat error
distribution. While the prompt component has large the-
oretical uncertainties, obtaining two or more events with
a probability of 10% would require a prompt flux that
is about 15 times higher than the central value of our
perturbative-QCD model. This contradicts our prelimi-
nary upper limit on the prompt flux [16]. Using an ex-
treme prompt flux at the level of this upper limit which
covers a potential unknown contribution from intrinsic
charm [18] yields a significance of 2.3σ.
The two events are shown in Fig. 4. They are from the

IC86 sample, but would have also passed the selection
criteria of the IC79 sample. Their spherical photon dis-
tributions are consistent with the pattern of Cherenkov
photons from particle cascades induced by neutrino in-
teractions within the IceCube detector. There are no in-
dications for photons from in-coming or out-going muon
or tau tracks. Hence, these events are most likely induced
by either CC interactions of νe or NC interactions of νe,
νµ or ντ . CC interactions of ντ induce tau leptons with
mean decay lengths of about 50 m at these energies [21].
The primary neutrino interaction and the secondary tau
decay initiate separate cascades which in a fraction of
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FIG. 5. NPE distributions for 615.9 days of livetime at final
selection level. The black points are the experimental data.
The error bars on the data show the Feldman-Cousins 68%
confidence interval [19]. The solid blue line marks the sum
of the atmospheric muon (dashed blue), conventional atmo-
spheric neutrino (dotted light green) and the baseline prompt
atmospheric neutrino (dot-dashed green) background. The
error bars on the line and the shaded blue region are the
statistical and systematic uncertainties, respectively. The red
line represents the cosmogenic neutrino model [6]. The shaded
region is the allowed level of the cosmogenic ν flux by Ahlers
et al. [20]. The orange line represents an E−2 power-law flux
up to an energy of 109 GeV with an all-flavor normalization
of E2φνe+νµ+ντ = 3.6×10−8 GeV sr−1 s−1 cm−2, which is the
integral upper limit obtained in a previous search in a similar
energy range [10]. The signal fluxes are summed over all neu-
trino flavors, assuming a flavor ratio of νe : νµ : ντ = 1 : 1 : 1.

such events lead to an observable double-peak structure
in the recorded waveforms. The two events do not show a
significant indication of such a signature. Figure 5 shows
the final-selection NPE distributions for the experimen-
tal data, signal models and background simulations. The
two events are near the NPE threshold of the analysis and
are consistent with a previous upper limit by IceCube [10]
on an unbroken E−2 flux, while a flux corresponding to
this upper limit predicts about 10 events above the NPE
cut. The cosmogenic neutrino model [6] predicts an event
rate of about 2 events in the corresponding livetime but
at significantly higher energies.

Maximum-likelihood methods are used to reconstruct
the two events. The likelihood is the product of the
Poisson probabilities to observe the recorded number of
photo-electrons in a given time interval and DOM for
a cascade hypothesis which depends on the interaction
vertex, deposited energy and direction. Here, the time
of the first hit mainly determines the vertex position and
the recorded NPE plays a dominant role in estimating
the deposited energy. The hit information used in the
reconstruction is extracted from an unfolding procedure
of the waveforms. The open circles in Fig. 1 indicate
the strings closest to the reconstructed vertex positions.
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Atmospheric neutrinos: conventional & prompt components

(Fedynitch 2015)
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Energies of importance for lepton fluxes

(Fedynitch 2015)

LHC R1
LHC R2FNALFixed-target

ERS: R. Enberg, M. H. Reno, and I. Sarcevic, Phys. Rev. D 78, 43005 (2008).

TIG: M. Thunman, G. Ingelman, and P. Gondolo, Astroparticle Physics 5, 309 (1996).

BERSS: A. Bhattacharya, R. Enberg, M.H. Reno, I. Sarcevic and A. Stasto,  arXiv:1502.01076

MRS: A. D. Martin, M. G. Ryskin, and A. M. Stasto, Acta Physica Polonica B 34, 3273 (2003).

SIBYLL: arXiv:1503.00544 and arXiv:1502.06353

A measurement of absolute  
normalization contains information

non-perturbative effects

intrinsic charm

inclusive charm cross-section

partonic saturation
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Additional complication: dependence on primary flux

(Fedynitch 2015)

muon neutrino flux

H3a - T. K. Gaisser, Astroparticle 
Physics 35, 801 (2012).

GST - T. K. Gaisser, T. Stanev, and S. 
Tilav, arXiv:1303.3565, (2013).

TIG - M. Thunman, G. Ingelman, and 
P. Gondolo, Astroparticle Physics 5, 
309 (1996).

poly-gonato - [1] J. R. Hörandel, 
Astroparticle Physics 19, 2 (2003)

nucleon flux

Inclusive nucleon  
flux important for  
lepton flux
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Summary

• Composition interpretation essential for understanding astrophysics  

• LHC data of central importance for more reliable composition interpretation 

• Very good collaboration between members of CR community and LHC/HEP 

• Feedback from air shower observations, CR int. models very successful at LHC 

• Cosmic ray data at 1019.5 eV most likely not protons (except exotic physics) 

• Pion interactions as major uncertainty for muon discrepancy identified 

Need measurement of energy dependence of ρ0 production 

Consistent description at lower energy, transition to direct measurements 

• Forward charm production (theory and experiment) of increasing interest 

• Primary flux composition also directly linked to inclusive lepton fluxes
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Outlook: how to obtain data at higher energy ?

Physics discussed in detail for HERA (H1 and ZEUS) 
(see, for example, Khoze et al. Eur. Phys. J. C48 (2006), 797 
Kopeliovich & Potashnikova et al.)
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Fig. 1. a The pion-exchange amplitude and b the correspond-
ing dominant triple-Regge contribution to the cross section of
the inclusive production of leading neutrons at HERA, γp→
Xn

have

dσ(γp→Xn)

dxL dt
= S2

G2
π+pn

16π2

(−t)
(t−m2

π)2
F 2(t)

× (1−xL)1−2απ(t)σtot
γπ (M2) , (1)

where the coefficient of σtot
γπ is called the pion flux. The pion

trajectory, απ(t) = α′π(t−m2
π), is taken to have slope α′π ≃

1 GeV−2, and the π+pn coupling constant is G2
π+pn

/8π =
13.75 [3, 4]. The invariant mass M of the produced sys-
tem X is given by M2 ≃ s(1−xL). F (t) is the form factor
resulting from the pion–nucleon and ππP vertices with off-
mass-shell pions; see Fig. 1b. The survival factor S2, which
takes into account absorptive corrections, depends on xL

and pt of the leading neutron. The calculation of S2 is out-
lined in the appendix.

The cross section of the γπ interaction, σtot
γπ , and the

pion structure function, Fπ2 , are the quantities measured
in photoproduction and deep-inelastic scattering respec-
tively, where

σtot
γ∗π =

4π2α

Q2
Fπ2 . (2)

We use the additive quark model to obtain theoretical esti-
mates, assuming for photoproduction

σtot
γπ =

2

3
σtot
γp , (3)

and for deep-inelastic scattering1

Fπ2 (x,Q2) =
2

3
F p

2

(
2

3
x,Q2

)
. (4)

We rescale the Bjorken variable x in order to have the same
energy for the γ∗-valence q interaction. Another possibil-

1 Unfortunately, the present parametrizations of the parton
distributions of the pion are unreliable in the low x region of
interest. Therefore we take (4).

Fig. 2. The predictions for the xL spectra of photoproduced
leading neutrons compared with preliminary ZEUS data [5];
only the systematic errors on the data points are indicated,
as these dominate the statistical errors. The dotted , dashed
and lower continuous curves are respectively the results assum-
ing first only reggeized π exchange, then including absorptive
effects, and finally allowing for migration; the calculation is de-
scribed in [1], updated here to allow for the different experimen-
tal cuts. The upper continuous curve corresponds to including
ρ- and a2-exchange contributions, as well as π-exchange, as de-
scribed in Sect. 4

ity which we will discuss is to simultaneously rescale Q by
the ratio of the pion and proton radii. It was shown in [1]
that if we take a reasonable value of the neutron absorption
cross section2 then this approach satisfactorily describes
the ZEUS data for the photoproduction of leading neu-
trons at large xL. The description, updated for the new
experimental cuts used in [5], is shown in Fig. 2. From the
figure we see that the absorptive corrections reduce the
cross section, given simply by reggeized pion exchange, by
a factor S2, averaged over p2

t , of about 0.5 independent
of xL .

From the theoretical point of view, it would be best to
observe leading neutrons produced in DIS at very large Q2

where the rescattering absorptive corrections are negligi-
ble; and to measure Fπ2 in a most direct and clear way.
Unfortunately, the event rate at large Q2 is limited. The
ZEUS preliminary data [5] correspond to Q2 > 2 GeV2,
with an average, ⟨Q2⟩, of 16 GeV2, so we cannot neglect
absorption even in the DIS data sample. To be precise we
have to integrate over the size of the qq̄ pair produced by

2 The value taken was motivated by the ρ-dominance model
of the photon.
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observe leading neutrons produced in DIS at very large Q2

where the rescattering absorptive corrections are negligi-
ble; and to measure Fπ2 in a most direct and clear way.
Unfortunately, the event rate at large Q2 is limited. The
ZEUS preliminary data [5] correspond to Q2 > 2 GeV2,
with an average, ⟨Q2⟩, of 16 GeV2, so we cannot neglect
absorption even in the DIS data sample. To be precise we
have to integrate over the size of the qq̄ pair produced by

2 The value taken was motivated by the ρ-dominance model
of the photon.

Pion fragmentation 
region in ATLAS

Leading neutron in LHCf

Measurement of pion exchange at LHC
Bent-crystal deflection

Fixed target experiment at LHC
can be operated fully parasitically
to collider experiments.

A bent crystal, using the
channeling e↵ect, deflects a tiny
amount of protons from LHC

ralf.ulrich@kit.edu 13

Fixed-target experiment at LHC

Deflection of protons 
of beam halo by crystal

(Ulrich ICRC 2015)
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Outlook: further improvement due to p-O collisions at LHC 
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Figure 15: Inelasticity as a function of center-of-mass energy for p-p interactions on left panel and
p-O interactions on right panel. Predictions are from EPOS LHC (solid line) and QGSJETII-04
(dashed line).
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Figure 16: Pseudorapidity distribution dN/dη of charged particles for inelastic events for p-p
interactions at 14 TeV on left panel and O-p interactions at 10 TeV on right panel. Predictions are
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Figure 17: Multiplicity distribution of charged particles for inelastic events for p-p interactions at
14 TeV on left panel and O-p interactions at 10 TeV on right panel. Predictions are from EPOS LHC
(solid line) and QGSJETII-04 (dashed line).
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p-O technically feasible 
(O used as ion for Pb) 

p-p p-O
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Longitudinal shower profile

)2Slant depth    (g/cm
200 300 400 500 600 700 800 900 1000

)9
N

um
be

r o
f c

ha
rg

ed
 p

ar
tic

le
s 

  (
x1

0

0

1

2

3

4

5

6

7

8

Height a.s.l.   (m)
20004000600080001000012000

 eV19proton, E=10

Auger shower
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Auger shower

Nmax = E0/Ec

Xmax � De ln(E0/Ec)

Superposition model:

XA
max � De ln(E0/AEc)

47



Very good agreement

TA event simulation for surface array

! !

!"#"$#%&'(")*%+)"',%-*.&/)%+)

!"#$%&'()'*((+',("-.%&/012%-. ,34&5%0,("-.%&012%-.

! !

!"#$%&'!()*+,)*-"'.-+/,$*(-"(

!"## $%&'()

! !

!"#$"%&'()#$*+&,-#.-

!"#$%&'(#)*" (+$,-%&'(#)*"

CORSIKA + full detector simulation 
(proton primaries)

(UHECR 2012)
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Auger event simulation for surface arrayAngles and number of stations comparison
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Angles and number of stations comparison
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S(1000) and reduced �2

(S(1000) /VEM)
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� MC energy distribution is not exactly the same as for data, but
this does not introduce any bias on the migration matrix

4

Stations distributions
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� The distribution of the distance of the station to the shower
axis illustrates that the core locations/bias are the same in data
and MC, thus I skipped the core location plots.
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Stations distributions
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axis illustrates that the core locations/bias are the same in data
and MC, thus I skipped the core location plots.

5

CORSIKA + full detector simulation 
(50% p + 50% Fe)

Zenith angle Azimuth angle

Distance of triggered stations Signal per station
Very good agreement

(UHECR 2012)
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Composition and model sensitivity ?Angles and number of stations comparison
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Stations distributions
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Stations distributions
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Distance of triggered stations Signal per station

Most observables not very sensitive 
to details of shower simulation

Auger Collab.

TA Collab.

(UHECR 2012)
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Color flow and final state particles

Initial and final state radiation
does not really change topology

Partonic view:

di−quark

quark

Color flow:

qq
q

gluon

qq

q

Rapidity  y 

dN/dy

single-gluon exchange: 
non-diffractive interaction

Leading particle production: models

• DPMJET, QGSJET: leading particle distributions determined by
pomeron/reggeon parameters (Mueller diagrams)

fDPM
nuc (x) ⇤ x

�1/2
q (1�xq)3/2, fDPM

mes (x) ⇤ x
�1/2
q (1�xq)1/2

• neXus, SIBYLL: fits to data

fSIB
nuc (x) ⇤ (x2

q + µ2/s)�1/4(1� xq)3

• distributions assumed to be energy-independent

• energy-momentum conservation influences distributions
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Other predicted color flow configurations

Partonic view:

di−quark

quark

Color flow:

q

qq

qq

q

Two-gluon exchange: 
diffraction dissociation

Rapidity y

dN/dy

rapidity gap

At very high energy (multi-gluon exchange):  
Almost 50% of all events are elastic/diffractive scattering
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Multiple soft and hard interactions

�ns,nh =
�

d2b
[nsoft(b, s)]ns

ns!
[nhard(b, s)]nh

nh!
e�nhard(b,s)�nsoft(b,s)

Rapidity  y 

dN/dy

Rapidity  y 

dN/dy

ns=1, nh=0 ns=1, nh=1

height of 
plateau 
increased by 
jets
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Rise of pseudorapidity plateau

  

Pseudorapidity

Feynman scaling 

With Feynman scaling:
distribution independent of energy

dN
dx
� f̃ (x) x = E/Eprim

2E
dN
d3 p

=
dN

dy d2 p⇤
�⇥ f (xF , p⇤)

Feynman scaling violated for small |xF|Feynman scaling violated for small |xF|

SIBYLL

xF =
p⇥

pmax
�

2p⇥⇤
s

(Riehn et al. 2014)
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