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Enabling Grids for E-sciencE

Why Interoperation?
• TheM– Over the last 6 years several large scale production grids emerged

– Initially there were no (usable) standards
– Standards take time to mature– Standards take time to mature

•We need to build the infrastructures now!
– As a result, infrastructures are based on different middleware
– User communities span several infrastructures
– This drives the need for interoperability and interoperation

– Several approaches to achieve interoperability are used
– All have drawbacks

EGEE
OSG

– Maintaining interoperability is inherently difficult
– Common standards are the future 

Naregi
Teragrid
Pragma

– EGEE has pioneered interoperability from the beginning
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Enabling Grids for E-sciencE

How to achieve interoperability?
• TheM
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Enabling Grids for E-sciencE

Interoperability/Interoperation
• Interoperability:

– “The ability to exchange information and to use what has been exchanged”   
( ft )– (software)

• Interoperation:Interoperation:
– “The use of interoperable systems“
– (Infrastructures) Linking AccountingLinking Accountingg gg g
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Enabling Grids for E-sciencE

Interoperability
• ARC (used by NDGF)

– Nordic Data Grid Facility
• UNICORE (used by DEISA)UNICORE (used by DEISA)

– Mainly on supercomputers 
• See next presentations

• OSG
– In production since 2 years (extensive use by CMS)
– Interoperability testbed as part of the PPS
– Accounting has been interfaced

Monitoring is currently underway– Monitoring is currently underway
Grid specific tests have been compared and adapted 

– Trouble ticketing has been interfaced
– OSG is participating in the weekly operations meetings
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Enabling Grids for E-sciencE

NAREGI
• Close contact since 2006

• In 2007 30 NAREGI members visited CERN and Lyon
– Focus was on learning from EGEE grid operation

• NAREGI demonstrated first set of interoperability tools
– Job submission gateway

I f t t l t– Info system translator
– Data management link

• Starting up the infrastructure• Starting up the infrastructure 
– 5 sites December 2008

• Building their operations team• Building their operations team
– Communication channel has been opened
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Enabling Grids for E-sciencE

NAREGI
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Enabling Grids for E-sciencE

GIN OGF

• GIN info
Part of the OGF GIN activity Generic Information Provider

GIN
BDII

ARC
BDII

– Part of the OGF GIN activity
Links information systems of many 
grid infrastructures

SA3 d l d th t d
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helped with translators

• Translator up since SC 2006
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• GIN is a main channel for 
h i iexchanging experience 
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Enabling Grids for E-sciencE

Interoperability: Building Communities

• Interoperability requires 
communication
W i t t ith

– EUAsiaGrid
– CrownGrid

APAC• We are in contact with:
– EUChina Grid ( GOS)
– EUIndia Grid (Garuda)

– APAC
– OurGrid (Brazil)
– Grid IT

– PRAGMA 
a community in Asia, not a 
middleware stack

– EUMedgrid
– EELA
– Baltic Grid

– GIN
– OSG
– Teragrid

– Baltic Grid
– SEE Grid

Teragrid
– NGI
– DEISA

K ARC/ARC/NDGF/N d id

– EGEE has been very active in 
bringing together different groups to 
get results. 

– KnowARC/ARC/NDGF/Nordugrid
– Naregi
– EUAsiaGrid

– This has been motivated by the 
large user community that is 
behind EGEE
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Enabling Grids for E-sciencE

Interoperability: Problems 
• Problems faced when working on interoperability

– Security infrastructure
Different concepts and priorities

– Site network policies
“VPN” approach to grids private networkVPN  approach to grids, private network

– Data management 
Different concepts, technologies 
gridFTP can be used as glue

– Job management
Every infrastructure has a different CEEvery infrastructure has a different CE

• Batch Systems x CEs
– Standards

Only emerging, still room for interpretation
Standards have to follow experience to be useful
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Enabling Grids for E-sciencE

Standardization: GLUE
• EGEE is driving GLUE standardization
• GLUE is the information schema used by several y

grids
– It describes services and allows resource discovery
– It is at the centre of the information system
– It influences the architecture 

If it ’t b d ib d i GLUE it i i i ibl th idIf it can’t be described via GLUE it is invisible on the grid
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Enabling Grids for E-sciencE

Standardization: GLUE 
• GLUE standardization is now part of OGF

– An EGEE member co-chairs the group
– NDGF, ARC, OMII, NGS, NAREGI, DEISA, UNICORE 

contribute to the standard
M i t t d t d t itMore are interested to adopt it 

– Addresses many shortcomings of the current schema

• The GLUE-2.0 standard is now passing through  the 
“Draft Recommendation”  state
– Finalized within 2 months
– Adoption is planned

– Migration from 1.3 to 2.0 will start within 6 months
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Enabling Grids for E-sciencE

GLUE/CIM
• CIM deals with another layer of infrastructures

CIM.core contains network, memory etc. y

• GLUE-2 extends the CIM data model
– To describe grid servicesTo describe grid services
– OGF has a liaison with the DMTF

Over time grid entities will move into CIMOver time grid entities will move into CIM

Wh t th CIM i l t ti WBEM?• Why not use the CIM implementation WBEM?
– We looked into it
– It is not clear how WBEM  can scale to the EGEE size
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Enabling Grids for E-sciencE

Other Standards
• Security

– Use X.509 certificates and VOMS Attribute Certificates
In future SAML and XACML for attribute and policy 
management

• Information system, monitoring and accounting
– GLUE schema (1.3 now 2.0 in future) via LDAP

I f t SAGA li t i t f fIn future use a SAGA compliant interface for access
– UR for description of accounting usage records

In future will adopt the RUS interface

• Job Management
Adopt BES interface in CREAM– Adopt BES interface in CREAM

but currently not descriptive enough 
– JSDL (with extensions) used to describe jobs
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Enabling Grids for E-sciencE

Other Standards
• Data Management

– SRM 2.2 interface for data access and GridFTP for file 
ftransfers

• Use a Web Service Interface wherever possible• Use a Web Service Interface wherever possible
– When performance allows 
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•Enabling Grids for E-sciencE
Outline

• Motivation and goal

• ARC/gLite comparison

• Interoperabilityp y

• InteroperationInteroperation

• Status and resultsStatus and results

• The future and sustainability

SA3  – M. Gronager – EGEE-II Final EU Review – 8-9 July 2008EGEE-II INFSO-RI-031688 17
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•Enabling Grids for E-sciencE
Motivation and Goal

• Integration of ARC sites into the emerging 
European Grid Infrastructure

• Allow non-linux and multi OS sites to be part 
of the Grid

• A way for better resource usage 12-15%...y g

• Ensure a single interface for the smaller VOs g

SA3  – M. Gronager – EGEE-II Final EU Review – 8-9 July 2008EGEE-II INFSO-RI-031688 18



•Enabling Grids for E-sciencE

ARC / gLite comparison

•ARC based infrastructure•gLite based infrastructure
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•Enabling Grids for E-sciencE
Ways to Interoperability

• Protocol
U if t l

Interoperability

– Unify protocols

• WMS te ope ab tyWMS
– Implement ARC submission in gLite-WMS

• Gateway
– Introduce a gateway between gLite and ARC

• Co-installation
– deploy ARC and gLite at the same sitedeploy ARC and gLite at the same site

• All exploited within SA3

SA3  – M. Gronager – EGEE-II Final EU Review – 8-9 July 2008EGEE-II INFSO-RI-031688 20



•Enabling Grids for E-sciencE
Unify protocols

• Current candidate: OGSA BES
Implemented by EGEE for CREAM CE v 1

Protocol

– Implemented by EGEE for CREAM CE v.1
– Implemented by KnowARC for ARC v.1

otoco
• However:

– handles only small part of the job cycle
– no unification of data handling
– works only for “hello world” kind of jobs

a lot more work needed– a lot more work needed

• This is our long term goal, though there is still g g , g
a long way to go
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•Enabling Grids for E-sciencE
Support for ARC-CE in WMS

WMSS

SA3  – M. Gronager – EGEE-II Final EU Review – 8-9 July 2008EGEE-II INFSO-RI-031688 22



•Enabling Grids for E-sciencE
Support for ARC-CE in WMS

• Initiated in 2006 
• Problems encountered in building the gLite-WMS

WMS

g g
• Uses Condor-G ability to submit to ARC
• Functional today Sy
• Requires:

– Spezial gLite-WN
– Runtime environment on the ARC-CE (proxies on WNs)
– Outbound connections open
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•Enabling Grids for E-sciencE
Gateway from gLite to ARC
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•Enabling Grids for E-sciencE
Gateway from gLite to ARC

• Initiated in fall 2007
d t l f th WMS l ti

Gateway

– due to slow progress of the WMS solution
– finished in April 2008

Gate ay
• Modified gLite-CE to submit to ARC

– Add ARC as another LRMS to BLAH
– Adapts gLite job to run on ARC

- No data handling by WN
No need for proxy on WN- No need for proxy on WN

- No need for “outbound” Wns
- 12-15% performance gain

• Functional today, but:
gLite CE (deprecated)
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– gLite-CE (deprecated)
– CREAM-CE on its way



•Enabling Grids for E-sciencE
Interoperation

• Between: “the Nordic Grid (now NDGF)” and 
“EGEE” - goal is:

• To integrate NDGF fully into the EGEE 
infrastructure
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•Enabling Grids for E-sciencE
Interoperation

• Between: “the Nordic Grid (now NDGF)” and 
“EGEE” - goal is:

• To integrate NDGF fully into the EGEE 
infrastructure

• Registered ARC-CEs in the GOCDBg
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•Enabling Grids for E-sciencE
Interoperation

• Between: “the Nordic Grid (now NDGF)” and 
“EGEE” - goal is:

• To integrate NDGF fully into the EGEE 
infrastructure

• Registered ARC-CEs in the GOCDBg
• Enabled SAM tests for ARC-CEs
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•Enabling Grids for E-sciencE
Interoperation

• Between: “the Nordic Grid (now NDGF)” and 
“EGEE” - goal is:EGEE  goal is:

• To integrate NDGF fully into the EGEE 
infrastructureinfrastructure

• Registered ARC-CEs in the GOCDB
Enabled SAM tests for ARC CEs• Enabled SAM tests for ARC-CEs

• Enabled Accounting
f NDGFfor NDGF
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•Enabling Grids for E-sciencE
Interoperation

• Between: “the Nordic Grid (now NDGF)” and 
“EGEE” - goal is:

• To integrate NDGF fully into the EGEE 
infrastructure

• Registered ARC-CEs in the GOCDBg
• Enabled SAM tests for ARC-CEs
• Enabled Accounting for NDGF• Enabled Accounting for NDGF
• The ARC-CE Based NDGF infrastructure is 

the biggest NE site and contributed (2007)the biggest NE site and contributed (2007) 
with 4% of all EGEE Computation!
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•Enabling Grids for E-sciencE
Status and remarks

• The ARC-CE is now fully compatible with the gLite 
t ltools

• Sites running the ARC-CE integrate seamlessly into 
the EGEE infrastructurethe EGEE infrastructure

• All infrastructure components are there:
– WMS GOCDB SAM APELWMS, GOCDB, SAM, APEL

• NDGF participates in the EGEE Operation to ensure 
support of ARC and generally in the CIC-on-Dutypp g y y
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•Enabling Grids for E-sciencE
Status and remarks

• The ARC-CE is now fully compatible with the gLite 
t ltools

• Sites running the ARC-CE integrate seamlessly into 
the EGEE infrastructurethe EGEE infrastructure

• All infrastructure components are there:
– WMS GOCDB SAM APELWMS, GOCDB, SAM, APEL

• NDGF participates in the EGEE Operation to ensure 
support of ARC and generally in the CIC-on-Dutypp g y y

• The WMS solution was used in production for CMS 
for Finnish ARC sites
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•Enabling Grids for E-sciencE
The Future and Sustainability

• EGEE-III and onwards:
– The maintenance and support of the ARC interoperability 

effort is guaranteed by NDGF
– Enables integration non-linux sites and sites running otherEnables integration non linux sites and sites running other 

OS'es than CERN Scientific Linux
– The interoperability effort is a fine example of the feasibility of 

i t bilit b t i f t tinteroperability between infrastructures
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Enabling Grids for E-sciencE

Overview

• OverviewOverview
– Motivation
– Short introduction to UNICORE
– Overview of interoperability environment
– Outlook
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Enabling Grids for E-sciencE

Motivation

• MotivationMotivation
– UNICORE offers access to supercomputers, 

e.g. DEISA infrastructure
– User communities demand access to 

EGEE infrastructure as well as supercomputers
Fusion communityFusion community
Biomed community
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Enabling Grids for E-sciencE

UNICORE 5 Architecture

Client
Job Preparation
Workflow Editor

User
Certificate GUI

Java

Job Monitoring
Application

Plugin

Java 
application

User authentication
based on full X509 

Usite
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Network
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File
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Target
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File
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File
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Perl scripts
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Enabling Grids for E-sciencE

Interoperability Architecture
UNICORE 5 EnvironmentgLite Environment

gLite UI User
Certificate

glite-wms-job-submit
glite-wms-job-status

…

Usite
A

Proxy-aware
Gateway

Vsite A1
Workload Management System

Vsite A1

Network
Job
Supervisor

Proxy-aware
UUDB

BDII

Incarnation
Database

UNICORE Information Provider

UNICORE CLI

UNICORE
BLAH

Target
System TSI

File
System

Batch
System
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Enabling Grids for E-sciencE

gLite Environment
UNICORE 5 EnvironmentgLite Environment

gLite User Interface
• standard job submission

gLite UI User
Certificate

glite-wms-job-submit
glite-wms-job-status

…

standard job submission
• JDL contains
Requirements = other.GlueCEInfoLRMSType == "UNICORE“

Usite
A

Proxy-aware
Gateway

Vsite A1
Workload Management System

Vsite A1

Network
Job
Supervisor

Proxy-aware
UUDB

BDII

Incarnation
DatabaseWorkload Management System

• chooses the appropriate CE 
based on information from the BDII

UNICORE Information Provider

UNICORE CLI

UNICORE
BLAH

Target
System TSI

File
System

Batch
System

based on information from the BDII
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Enabling Grids for E-sciencE

Interoperability gLite-CE
UNICORE 5 EnvironmentgLite Environment

gLite UI User
Certificate

glite-wms-job-submit
glite-wms-job-status

…

Usite
A

Proxy-aware
Gateway

Vsite A1
Workload Management System

gLite CE
Accesses UNICORE as a 
Local Resource Management system
• Job Submission 

(builds an xml file in UNICORE CLI syntax) Vsite A1

Network
Job
Supervisor

Proxy-aware
UUDB

BDII
UNICORE command line interface
(based on results from OpenMolGrid)
• Builds and submits jobs

(proprietary UNICORE5 Abstract Job Object)

(builds an xml file in UNICORE CLI syntax)
• Job Status
• Job Management

Incarnation
Database

(proprietary UNICORE5 Abstract Job Object)
Enhanced with
• Job management
• Usage of VOMS proxy certificates for

job signing and transfer

Static information

Target
System TSI

File
System

Batch
System

UNICORE Information Provider

UNICORE CLI

UNICORE
BLAH

job signing and transfer
• Logging
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Enabling Grids for E-sciencE

UNICORE 5 Environment
gLite Environment UNICORE 5 Environment

gLite UI User
Certificate

glite-wms-job-submit
glite-wms-job-status

…

UNICORE Gateway
• Authenticates users based on their

VOMS proxy certificates

Workload Management System

Usite
A

Proxy-aware
Gateway

Vsite A1

NJS
• Authorizes users based on their

VOMS proxy certificatesBDII Vsite A1

Network
Job
Supervisor

Proxy-aware
UUDB

VOMS proxy certificates

UNICORE Target System Interface

Incarnation
Database

UNICORE Target System Interface
• Executes UNICORE job, 

i.e. wrapper around gLite job

UNICORE Information Provider

UNICORE CLI

UNICORE
BLAH

Target
System TSI

File
System

Batch
System

Target system
• SuSE Linux 9.3
• Running gLite WorkerNode 

for data management
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Enabling Grids for E-sciencE

Outlook

• Switching to gLite CREAM CE
– BLAH scripts need to be adapted (minor changes)p p ( g )

• Switching to UNICORE 6
– UNICORE 6 command line client

Input:  JSON (JavaScript Object Notation) syntax
Output: JSDL (Job Submission Description Language)

BLAH i t d t b d t d– BLAH scripts need to be adapted
– UNICORE 6 Gateway user authentication based on 

VOMS proxy certificates (implemented by OMII-Europe)VOMS proxy certificates (implemented by OMII Europe)
– UNICORE 6 XNJS user authorization based on 

VOMS proxy certificates (implementation ongoing)
• Switching to AIX based IBM systems

– Porting of gLite WorkerNode ongoing
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Enabling Grids for E-sciencE

Outlook

• CooperationCooperation 
– OGF Grid Interoperation Now Community Group (GIN-CG)
– DEISA-EGEE interoperability task forcep y

• Users
– Wide In Silico Docking On Malaria (WISDOM) initiative

Molecule docking using Autodock or Flexx on EGEE
Refinement of best compounds using MD code Amber on DEISA

– EU Fusion for ITER Applications (EUFORIA) project
Serial loosely coupled and parallel codes will be integrated in aSerial, loosely-coupled and parallel codes will be integrated in a 
work flow environment

More work on data management
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