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Abstract

A search for new physics is performed in multijet events with large missing trans-
verse momentum produced in proton-proton collisions at

p
s = 8 TeV using a data

sample corresponding to an integrated luminosity of 19.5 fb�1 collected with the CMS
detector at the LHC. The data sample is divided into three jet multiplicity categories
(3–5, 6–7, and �8 jets), and studied further in bins of two variables: the scalar sum of
jet transverse momenta and the missing transverse momentum. The observed num-
bers of events in various categories are consistent with backgrounds expected from
standard model processes. Exclusion limits are presented for several simplified su-
persymmetric models of squark or gluino pair production.
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Jet veto for background supression.
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The case of H→WW*→lνlν (arXiv:1412.2641), 
that is the most affected by such uncertainties.

• Large background from 
pp→tt  → W+W-bb → l+νl-νbb producing at 
least 2 b-jets plus additional light jets from 
QCD radiation.

The top background impact  is strongly 
reduced by binning the analysis in jet bins
(final selection, background normalised with 

data driven estimates) 

arXiv:1412.2641
Subm. to PRD

2



Jet veto for Higgs background suppression.
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"Yesterday's sensation is today's calibration and tomorrow's background." - R. Feynman
ggF discovery γγ/ZZ mass split ggF in VBF

24

FIG. 17. Event displays of H !WW ⇤ ! e⌫µ⌫ candidates in the nj =0 (top) and VBF-enriched nj � 2 (bottom) categories.
The neutrinos are represented by missing transverse momentum (met, dotted line) that points away from the eµ system.
The properties of the first event are pet=33GeV, pµt=24GeV, m`` =48GeV, ��`` =1.7, pmiss

t =37GeV, and mt=98GeV.
The properties of the second event are pet=51GeV, pµt=15GeV, m`` =21GeV, ��`` =0.1, p j1

t =67GeV, p j2
t =41GeV,

mjj =1.4TeV, �yjj =6.6, pmiss
t =59GeV, and mt=127GeV. Both events have a small value of ��``, which is character-

istic of the signal. The second event shows two well-separated jets that are characteristic of VBF production.
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Observation andmeasurement ofHiggs boson decays toWW ⇤ with theATLASdetector

G. Aad et al.⇤

(ATLAS Collaboration)
(Dated: December 7, 2014)

We report the observation of Higgs boson decays to WW ⇤ based on an excess over background
of 6.1 standard deviations in the dilepton final state, where the Standard Model expectation is 5.8
standard deviations. Evidence for the vector-boson fusion (VBF) production process is obtained
with a significance of 3.2 standard deviations. The results are obtained from a data sample cor-
responding to an integrated luminosity of 25 fb�1 from

p
s=7 and 8TeV pp collisions recorded by

the ATLAS detector at the LHC. For a Higgs boson mass of 125.36GeV, the ratio of the mea-
sured value to the expected value of the total production cross section times branching fraction is
1.09+0.16

�0.15 (stat.)
+0.17
�0.14 (syst.). The corresponding ratios for the gluon fusion and vector-boson fusion

production mechanisms are 1.02± 0.19 (stat.)+0.22
�0.18 (syst.) and 1.27+0.44

�0.40 (stat.)
+0.30
�0.21 (syst.), respec-

tively. At
p
s=8TeV, the total production cross sections are measured to be �(gg!H !WW ⇤) =

4.6± 0.9 (stat.)+0.8
�0.7 (syst.) pb and �(VBF H !WW ⇤)= 0.51+0.17

�0.15 (stat.)
+0.13
�0.08 (syst.) pb. The fidu-

cial cross section is determined for the gluon-fusion process in exclusive final states with zero or one
associated jet.

PACS numbers: 13.85.Hd, 13.85.-t, 14.80.Bn

I. INTRODUCTION

In the Standard Model of particle physics (SM), the
Higgs boson results from the Brout-Englert-Higgs mech-
anism [1] that breaks the electroweak symmetry [2] and
gives mass to the W and Z gauge bosons [3]. It has
a spin-parity of 0+, with couplings to massive particles
that are precisely determined by their measured masses.
A new particle compatible with the spin and gauge-boson
couplings of the SM Higgs boson was discovered in 2012
by the ATLAS and CMS experiments at the LHC using
the ZZ⇤, ��, and WW ⇤ final states [4–8]. Measurements
of the particle’s mass [8, 9] yield a value of approximately
125GeV, consistent with the mass of the SM Higgs boson
provided by a global fit to electroweak measurements [10].
Evidence for production of this boson at the Tevatron [11]
and for its decay to fermions at the LHC [12] are also
consistent with the properties of the SM Higgs boson.

The direct observation of the Higgs boson in individ-
ual decay channels provides an essential confirmation of
the SM predictions. For a Higgs boson with a mass of
125GeV, the H!WW ⇤ decay has the second largest
branching fraction (22%) and is a good candidate for
observation. The sequential decay H!WW ⇤ ! `⌫`⌫,
where ` is an electron or muon, is a sensitive experimen-
tal signature. Searches for this decay produced the first
direct limits on the mass of the Higgs boson at a hadron
collider [13, 14], and measurements following the boson
discovery are among the most precise in determining its
couplings and spin [5–7].

The dominant Higgs boson production mode in high-
energy hadron collisions is gluon fusion (ggF), where the
interacting gluons produce a Higgs boson predominantly

⇤ Full author list given at the end of the article.

through a top-quark loop. The next most abundant pro-
duction mechanism, with a factor of twelve reduction in
rate, is the fusion of vector bosons radiated by the in-
teracting quarks into a Higgs boson (vector-boson fusion
or VBF). At a further reduced rate, a Higgs boson can
be produced in association with a W or Z boson (VH
production). The leading-order production processes are
depicted in Fig. 1.

This paper describes the observation and measurement
of the Higgs boson in its decay to a pair of W bosons,
with the Higgs boson produced by the ggF and VBF
processes at center-of-mass energies of 7 and 8TeV. The
ggF production process probes Higgs boson couplings to
heavy quarks, while the VBF and VH processes probe
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FIG. 1. Feynman diagrams for the leading production modes
(ggF, VBF, and VH), where the V VH and qqH coupling ver-
tices are marked by • and �, respectively. The V represents
a W or Z vector boson.
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no jet in between.

Central Jet Veto: no jets with pT > 20 GeV between the tagging jets (ytag1 < y < ytag2).



Estimating higher order uncertainties.
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Renormalisation scale ansatz.

Signal modelling 79

5.1 Jet-binned cross sections

The gg ! H ! WW analysis is binned according to jet multiplicity, in order to exploit

the vastly di↵erent background compositions in each jet bin (see Figure 4.12); the 0-

jet, 1-jet and �2-jet bins each have dedicated event selection criteria. Uncertainties

in the expected ggF cross section must be evaluated separately for each jet bin, and

correlations between these bins must be considered when they are combined. Perturbative

uncertainties in the jet binning itself are considered independently from the other selection

criteria, since they possess additional subtleties described below.

5.1.1 Perturbative uncertainties in jet-binned cross sections

Consider splitting a cross section into two parts: an exclusive 0-jet cross section, �0, and

an inclusive �1-jet cross section, ��1:

�tot = �0

�
pcutT

�
+ ��1

�
pcutT

�
(5.1)

where pcutT is the jet pT threshold [43]. In ��1, the requirement of a jet with pT > pcutT

introduces double logarithmic contributions ↵k+m
S L2m, where L ⇠ ln (pcutT /Q) and Q is

the scale of the hard scatter (Q = mH is typical for ggF). These terms are analogous to

the logarithms introduced by soft gluon emission (see Section 2.1.3), though they depend

upon the process and also the jet algorithm and parameters (e.g. anti-kT with R = 0.4).

The schematic structures of the two inclusive cross sections are

�tot ⇠ ↵k
S{1 +↵S +↵2

S +O�
↵3
S

�} (5.2)

��1 ⇠ ↵k
S{ ↵S(L

2 + L+ 1) +↵2
S(L

4 + L3 + L2 + L+ 1) +O�
↵3
SL

6
�} . (5.3)

When pcutT ⌧ mH , the logarithms can overcome the ↵S suppression and provide significant

corrections to ��1. When these corrections are similar in size to the perturbative

corrections to �tot, the scale dependence of �0 = �tot � ��1 is reduced by cancellations

between the two series. This suggests that näıvely varying µR and µF might underestimate

perturbative uncertainties. This is confirmed in Figure 5.2, which shows that the

cancellations at pcutT = 25 GeV (used in the H ! WW analysis) are rather extreme.

When discussing uncertainties in jet-binned cross sections, it is convenient to consider

a general parametrisation of the covariance matrix [123]. In the {�0, ��1} basis, the

αs is computed at a paricular scale that depends from the process αs(μR)
μR: renormalization scale

no μR dependence

large μR dependencebig contribution from 
higher order terms

 full expantion available 

scale uncertainty sillogism

σtot depends on μR through αs(μR)



Scale uncertainty with Jet Veto.
[YR2 and W. Stewart, J. Tackmann, PRD85, 034011 (2012)]
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Let’s assume to veto any jet with pT > 25 GeV (ggF) or 20 GeV (VBF, CJV).

Q ~ mH (in the Higgs case)

each order in perturbation theory, where Q is the hard scale of the process. For Higgs production from
gluon fusion, Q = MH, and the leading double logarithms appearing at O(αs) are

σ0(p
cut
T ) = σB

(
1−

3αs

π
2 ln2

pcutT

MH
+ · · ·

)
, (21)

where σB is the Born (tree-level) cross section.
The total cross section only depends on the hard scale Q, which means by choosing the scale

µ " Q, the fixed-order expansion does not contain large logarithms and has the structure23

σtotal " σB
[
1 + αs + α2

s +O(α3
s )
]
. (22)

As usual, varying the scale in αs (and the PDFs) one obtains an estimate of the size of the missing
higher-order terms in this series, corresponding to∆total.

The inclusive 1-jet cross section has the perturbative structure

σ≥1(p
cut) " σB

[
αs(L

2 + L+ 1) + α2
s (L

4 + L3 + L2 + L+ 1) +O(α3
sL

6)
]
, (23)

where the logarithms L = ln(pcut/Q). For pcut # Q these logarithms can get large enough to overcome
the αs suppression. In the limit αsL2 " 1, the fixed-order perturbative expansion breaks down and
the logarithmic terms must be resummed to all orders in αs to obtain a meaningful result. For typical
experimental values of pcut fixed-order perturbation theory can still be considered, but the logarithms
cause large corrections at each order and dominate the series. This means varying the scale in αs in
Eq. (23) tracks the size of the large logarithms and therefore allows one to get an estimate of the size of
missing higher-order terms caused by pcut, which corresponds to the uncertainty ∆cut. Therefore, we
can approximate ∆cut = ∆≥1, where ∆≥1 is obtained from the scale variation for σ≥1.

The exclusive 0-jet cross section is equal to the difference between Eqs. (22) and (23), and so has
the schematic structure

σ0(p
cut) = σtotal − σ≥1(p

cut)

" σB
{[

1 + αs + α2
s +O(α3

s )
]
−

[
αs(L

2+ L+ 1) + α2
s (L

4+ L3+ L2+ L+ 1) +O(α3
sL

6)
]}

.

(24)

In this difference, the large positive corrections in σtotal partly cancel against the large negative logarith-
mic corrections in σ≥1. For example, at O(αs) there is a value of L for which the αs terms in Eq. (24)
cancel exactly. At this pcut the NLO 0-jet cross section has vanishing scale dependence and is equal
to the LO cross section, σ0(pcut) = σB . Due to this cancellation, a standard use of scale variation in
σ0(pcut) does not actually probe the size of the large logarithms, and thus is not suitable to estimate∆cut.
This issue impacts the uncertainties in the experimentally relevant region for pcut.

For example, for gg → H (with
√
s = 7 TeV, MH = 165 GeV, µF = µR = MH/2), one

finds [173, 195–197]

σtotal = (3.32 pb)
[
1 + 9.5αs + 35α2

s +O(α3
s )
]
,

σ≥1
(
pjetT > 30 GeV, |ηjet| < 3.0

)
= (3.32 pb)

[
4.7αs + 26α2

s +O(α3
s )
]
. (25)

In σtotal one can see the impact of the well-known large K factors. (Using instead µF = µR = MH

the αs and α2
s coefficients in σtotal increase to 11 and 65.) In σ≥1, one can see the impact of the large

23These expressions for the perturbative series are schematic. The convolution with the parton distribution functions (PDFs)
and µ-dependent logarithms enter in the coefficients of the series, which are not displayed. (The single logarithms related to
the PDF evolution are not the logarithms we are most interested in discussing.)

66

αs multiplies large logarithms, therefore scale uncertainties give an idea of the size of the 
missing terms.

There are cancellations among αs and the logarithms, depending on the pTcut we can tune 
the αs dependence to zero.



Cancellation effects in scale variation.
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Fig. 41: Fixed-order perturbative uncertainties for gg → H+0 jets at NLO and NNLO. On the left, the uncertain-
ties are obtained from the direct exclusive scale variation in σ0(pcutT ) between µ = MH/4 and µ = MH (method
A). On the right, the uncertainties are obtained by independently evaluating the inclusive scale uncertainties in
σtotal and σ≥1(pcut) and combining them in quadrature (method B). The plots are taken from Ref. [204].

logarithms on the perturbative series. Taking their difference to get σ0, one observes a sizeable numerical
cancellation between the two series at each order in αs.

Since ∆cut and ∆total are by definition uncorrelated, by associating ∆cut = ∆≥1 we are effec-
tively treating the perturbative series for σtotal and σ≥1 as independent with uncorrelated perturbative
uncertainties. That is, considering {σtotal,σ≥1}, the covariance matrix is diagonal,

(
∆2

total 0
0 ∆2

≥1

)
, (26)

where ∆total and ∆≥1 are evaluated by separate scale variations in the fixed-order predictions for σtotal
and σ≥1. This is consistent, since for small pcut the two series have very different structures. In particular,
there is no reason to believe that the same cancellations in σ0 will persist at every order in perturbation
theory at a given pcut. It follows that the perturbative uncertainty in σ0 = σtotal − σ≥1 is given by
∆2

total +∆2
≥1, and the resulting covariance matrix for {σ0,σ≥1} is

C =

(
∆2

≥1 +∆2
total −∆2

≥1

−∆2
≥1 ∆2

≥1

)
. (27)

The ∆≥1 contributions here are equivalent to Eq. (20) with ∆cut = ∆≥1. Note also that all of ∆total

occurs in the uncertainty for σ0. This is reasonable from the point of view that σ0 starts at the same order
in αs as σtotal and contains the same leading virtual corrections.

The limit ∆cut = ∆≥1 that Eq. (27) is based on is of course not exact. However, the preceding
arguments show that it is a more reasonable starting point than using a common scale variation for
the different jet bins as in method A, since the latter does not account for the additional pcut induced
uncertainties. These two methods of evaluating the perturbative uncertainties are contrasted in Figure 41
for gg → H + 0 jets at NLO (light gray) and NNLO (dark gray) as a function of pcutT (using µ =
MH/2 for the central scale choice). The left panel shows the uncertainties from method A obtained
from a direct scale variation by a factor of two in σ0(pcutT ). For small values of pcutT the cancellations
that take place in σ0(pcut) cause the error bands to shrink and eventually vanish at pcutT # 25 GeV,
where there is an almost exact cancellation between the two series in Eq. (24). In contrast, in the right
panel the uncertainties are obtained using the above method B by combining the independent inclusive
uncertainties to obtain the exclusive uncertainty, ∆2

0 = ∆2
total + ∆2

≥1. For large values of pcutT this
reproduces the direct exclusive scale variation, since σ≥1(pcut) becomes small. On the other hand, for

67

Cancellation happens for different threshold values depending on the perturbative order. 
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Stewart-Tackman prescription.

Jet Veto Efficiency method prescription (YR2).

each order in perturbation theory, where Q is the hard scale of the process. For Higgs production from
gluon fusion, Q = MH, and the leading double logarithms appearing at O(αs) are
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)
, (21)

where σB is the Born (tree-level) cross section.
The total cross section only depends on the hard scale Q, which means by choosing the scale

µ " Q, the fixed-order expansion does not contain large logarithms and has the structure23
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[
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s +O(α3
s )
]
. (22)

As usual, varying the scale in αs (and the PDFs) one obtains an estimate of the size of the missing
higher-order terms in this series, corresponding to∆total.

The inclusive 1-jet cross section has the perturbative structure

σ≥1(p
cut) " σB

[
αs(L

2 + L+ 1) + α2
s (L

4 + L3 + L2 + L+ 1) +O(α3
sL

6)
]
, (23)

where the logarithms L = ln(pcut/Q). For pcut # Q these logarithms can get large enough to overcome
the αs suppression. In the limit αsL2 " 1, the fixed-order perturbative expansion breaks down and
the logarithmic terms must be resummed to all orders in αs to obtain a meaningful result. For typical
experimental values of pcut fixed-order perturbation theory can still be considered, but the logarithms
cause large corrections at each order and dominate the series. This means varying the scale in αs in
Eq. (23) tracks the size of the large logarithms and therefore allows one to get an estimate of the size of
missing higher-order terms caused by pcut, which corresponds to the uncertainty ∆cut. Therefore, we
can approximate ∆cut = ∆≥1, where ∆≥1 is obtained from the scale variation for σ≥1.

The exclusive 0-jet cross section is equal to the difference between Eqs. (22) and (23), and so has
the schematic structure

σ0(p
cut) = σtotal − σ≥1(p

cut)

" σB
{[

1 + αs + α2
s +O(α3

s )
]
−

[
αs(L

2+ L+ 1) + α2
s (L

4+ L3+ L2+ L+ 1) +O(α3
sL

6)
]}

.

(24)

In this difference, the large positive corrections in σtotal partly cancel against the large negative logarith-
mic corrections in σ≥1. For example, at O(αs) there is a value of L for which the αs terms in Eq. (24)
cancel exactly. At this pcut the NLO 0-jet cross section has vanishing scale dependence and is equal
to the LO cross section, σ0(pcut) = σB . Due to this cancellation, a standard use of scale variation in
σ0(pcut) does not actually probe the size of the large logarithms, and thus is not suitable to estimate∆cut.
This issue impacts the uncertainties in the experimentally relevant region for pcut.

For example, for gg → H (with
√
s = 7 TeV, MH = 165 GeV, µF = µR = MH/2), one

finds [173, 195–197]

σtotal = (3.32 pb)
[
1 + 9.5αs + 35α2

s +O(α3
s )
]
,

σ≥1
(
pjetT > 30 GeV, |ηjet| < 3.0

)
= (3.32 pb)

[
4.7αs + 26α2

s +O(α3
s )
]
. (25)

In σtotal one can see the impact of the well-known large K factors. (Using instead µF = µR = MH

the αs and α2
s coefficients in σtotal increase to 11 and 65.) In σ≥1, one can see the impact of the large

23These expressions for the perturbative series are schematic. The convolution with the parton distribution functions (PDFs)
and µ-dependent logarithms enter in the coefficients of the series, which are not displayed. (The single logarithms related to
the PDF evolution are not the logarithms we are most interested in discussing.)
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assume uncorrelated scale uncertainties 
between σtotal and σ≥1.  
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Fig. 41: Fixed-order perturbative uncertainties for gg → H+0 jets at NLO and NNLO. On the left, the uncertain-
ties are obtained from the direct exclusive scale variation in σ0(pcutT ) between µ = MH/4 and µ = MH (method
A). On the right, the uncertainties are obtained by independently evaluating the inclusive scale uncertainties in
σtotal and σ≥1(pcut) and combining them in quadrature (method B). The plots are taken from Ref. [204].

logarithms on the perturbative series. Taking their difference to get σ0, one observes a sizeable numerical
cancellation between the two series at each order in αs.

Since ∆cut and ∆total are by definition uncorrelated, by associating ∆cut = ∆≥1 we are effec-
tively treating the perturbative series for σtotal and σ≥1 as independent with uncorrelated perturbative
uncertainties. That is, considering {σtotal,σ≥1}, the covariance matrix is diagonal,

(
∆2

total 0
0 ∆2

≥1

)
, (26)

where ∆total and ∆≥1 are evaluated by separate scale variations in the fixed-order predictions for σtotal
and σ≥1. This is consistent, since for small pcut the two series have very different structures. In particular,
there is no reason to believe that the same cancellations in σ0 will persist at every order in perturbation
theory at a given pcut. It follows that the perturbative uncertainty in σ0 = σtotal − σ≥1 is given by
∆2

total +∆2
≥1, and the resulting covariance matrix for {σ0,σ≥1} is

C =

(
∆2

≥1 +∆2
total −∆2

≥1

−∆2
≥1 ∆2

≥1

)
. (27)

The ∆≥1 contributions here are equivalent to Eq. (20) with ∆cut = ∆≥1. Note also that all of ∆total

occurs in the uncertainty for σ0. This is reasonable from the point of view that σ0 starts at the same order
in αs as σtotal and contains the same leading virtual corrections.

The limit ∆cut = ∆≥1 that Eq. (27) is based on is of course not exact. However, the preceding
arguments show that it is a more reasonable starting point than using a common scale variation for
the different jet bins as in method A, since the latter does not account for the additional pcut induced
uncertainties. These two methods of evaluating the perturbative uncertainties are contrasted in Figure 41
for gg → H + 0 jets at NLO (light gray) and NNLO (dark gray) as a function of pcutT (using µ =
MH/2 for the central scale choice). The left panel shows the uncertainties from method A obtained
from a direct scale variation by a factor of two in σ0(pcutT ). For small values of pcutT the cancellations
that take place in σ0(pcut) cause the error bands to shrink and eventually vanish at pcutT # 25 GeV,
where there is an almost exact cancellation between the two series in Eq. (24). In contrast, in the right
panel the uncertainties are obtained using the above method B by combining the independent inclusive
uncertainties to obtain the exclusive uncertainty, ∆2

0 = ∆2
total + ∆2

≥1. For large values of pcutT this
reproduces the direct exclusive scale variation, since σ≥1(pcut) becomes small. On the other hand, for
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cancellation doesn’t happen by definition 
because we sum up uncertainties.

momentum threshold pcutT , whilst σtotal will denote the Higgs total cross section, without any jet veto. It
is also useful to consider the ratio of these cross sections, f0(pcutT ) = σ0(pcutT )/σtotal, which is commonly
referred to as the jet-veto efficiency, or the 0-jet fraction as in Section 5.2. Knowledge of this efficiency,
and its uncertainty, is important in interpreting measured limits on the Higgs cross section in the 0-jet
bin as a limit on the total Higgs production cross section.

Both σ0(pcutT ) and σtotal have a fixed-order perturbative expansion of the form

σ0(p
cut
T ) = σ(0)0 (pcutT ) + σ(1)0 (pcutT ) + σ(2)0 (pcutT ) + . . . , (33a)

σtotal = σ(0) + σ(1) + σ(2) + . . . , (33b)

where the superscript i denotes the fact that the given contribution to the cross section is proportional to
αi
s relative to the Born cross section (of order α2

s in the present case). Since no jets are present at the
Born level we have σ(0)0 (pcutT ) ≡ σ(0).

The state-of-the-art of fixed-order QCD predictions is NNLO, i.e. the calculation of σ0(pcutT ) and
σtotal with tools like FEHIP [196] and HNNLO [173].

There is little ambiguity in the definition of the fixed-order results for the total and jet-vetoed cross
sections, with the only freedom being, as usual, in the choice of the renormalisation and the factorisation
scale. However, given the expressions of σ0 and σtotal at a given perturbative order, there is some
additional freedom in the way one computes the jet-veto efficiency. For instance, at NNLO the efficiency
can be defined as

f (a)
0 (pcutT ) ≡

σ(0)0 (pcutT ) + σ(1)0 (pcutT ) + σ(2)0 (pcutT )

σ(0) + σ(1) + σ(2)
. (34)

This option is the most widely used and may appear at first sight to be the most natural, insofar as one
keeps as many terms as possible both in the numerator and denominator. It corresponds to method A of
evaluating the uncertainty in the fraction of events in the 0-jet bin defined in Section 5.2.1.

However, other prescriptions are possible. For instance, since the zeroth-order term of f0(pcutT ) is
equal to 1, one can argue that it is really only 1− f0(pcutT ) that has a non-trivial perturbative series, given
by the ratio of the inclusive 1-jet cross section above pcutT , σNLO1-jet (p

cut
T ), to the total cross section, where

σNLO1-jet (p
cut
T ) = σ(1) + σ(2) −

(
σ(1)0 (pcutT ) + σ(2)0 (pcutT )

)
. (35)

Insofar as the 1-jet cross section is known only to NLO, in taking the ratio to the total cross section one
should also use NLO for the latter, so that an alternative prescription reads

f (b)
0 (pcutT ) = 1−

σNLO1-jet (p
cut
T )

σ(0) + σ(1)
. (36)

Finally, another motivated expression for the jet-veto efficiency is just the fixed-order expansion up to
O(α2

s ) of Eq. (34), which can be expressed in terms of the LO and NLO inclusive jet cross sections above
pcutT as follows

f (c)
0 (pcutT ) = 1−

σNLO1-jet (p
cut
T )

σ(0)
+

σ(1)

(σ(0))2
σLO1-jet(p

cut
T ) . (37)

Prescriptions (a), (b), and (c) differ by terms of relative order α3
s with respect to the Born level, i.e.

NNNLO. Therefore, the size of the differences between them is a way to estimate the associated theoret-
ical uncertainty that goes beyond the usual variation of scales.

Let us see how these three prescriptions fare in practice in the case of interest, namely Higgs
production at the LHCwith 7 TeV centre-of-mass energy. We use MSTW2008NNLO parton distribution
functions [107] (even for LO and NLO predictions) with αs(MZ) = 0.11707 and three-loop running.
Furthermore, we use the large-mt approximation. We choose a Higgs mass of 145 GeV, and default
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Fig. 43: Jet-veto efficiency for Higgs (left) and Z-boson production (right) using three different prescriptions for the
NNLO expansion, see Eqs. (34), (36), (37). The bands are obtained by varying renormalisation and factorisation
scales independently around the central valueMH/2 (MZ/2) by a factor of two up and down (with the constraint
1
2 < µR/µF < 2). NNLO predictions are obtained by suitably combining the total cross sections obtained with
HNNLO [173] (DYNNLO [231]) with the 1-jet cross section σ1-jet(pcutT ) computed with MCFM [232].

renormalisation and factorisation scales of MH/2. We cluster partons into jets using the anti-kT jet
algorithm [175] with R = 0.5, which is the default jet definition for CMS. Switching to R = 0.4,
as used by ATLAS, has a negligible impact relative to the size of the uncertainties. We include jets
up to infinite rapidity, but have checked that the effect of a rapidity cut of 4.5/5, corresponding to the
ATLAS/CMS acceptances, is also much smaller than other uncertainties discussed here.

The corresponding results for the jet-veto efficiencies over a wide range of values of pcutT /MH

are shown in Figure 43 (left). Each of the three prescriptions Eqs. (34), (36), (37) is presented together
with an associated uncertainty band corresponding to an independent variation of renormalisation and
factorisation scales MH/4 < µR, µF < MH (with the constraint 1

2 < µR/µF < 2). The solid red
vertical line corresponds to a reference jet veto of 0.2MH ∼ 29 GeV, which is in the ballpark of the
value used by ATLAS and CMS to split the cross section in 0-, 1-, and 2-jet bins (25 GeV and 30 GeV,
respectively). Several features can be observed: firstly, the three schemes lead to substantially different
predictions for the jet-veto efficiency, spanning a range from about 0.50 to 0.85 at the reference jet-veto
value. Furthermore, the uncertainty bands from the different schemes barely overlap, indicating that
scale uncertainties alone are a poor indicator of true uncertainties here. Finally the uncertainty bands’
widths are themselves quite different from one scheme to the next.

The above features are all caused by the poor convergence of the perturbative series. In particular,
it seems that two classes of effects are at play here. Firstly, for pcutT " MH, there are large Sudakov
logarithms αn

s ln
2n(pcutT /MH). These are the terms responsible for the drop in veto efficiency at low pcutT

and the lack of a resummation of these terms to all orders is responsible for the unphysical increase in veto
efficiency seen at very low pcutT (resummations of related observables are discussed in Ref. [194, 206]).
The second class of effects stems from the fact that the total cross section has a very large NLO/LO K-
factor, ∼ 2, with substantial corrections also at NNLO (see Table 12). The jet-veto efficiency is closely
connected to the 1-jet rate, for which the NNLO corrections are not currently known. It is conceivable
that they could be as large, in relative terms, as the NNLO corrections to the total cross section and our
different schemes for calculating the perturbative efficiency effectively take that uncertainty into account.

The reader may wonder whether it is really possible to attribute the differences between schemes
to the poor convergence of the total cross section. One cross-check of this statement is to examine the jet-
veto efficiency for Z-boson production, where, with a central scale choice µ = MZ/2, NLO corrections
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take the largest between scale variation and  
differences among schemes as  uncertainty.
Uncorrelate uncertainties between σtotal and f.

} differ by 
αs3 terms.



Comparing JVE to S&T at fixed order.
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At fixed order JVE gives larger uncertainties than S&T [ a very good motivation 
to not use it :-) ]
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≥0 - 19.3 8%
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At fixed order JVE gives larger uncertainties than S&T [ a very good motivation 
to not use it :-) ] But recently new resummed calculation of ε0 became available.
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Figure 5.3: Jet veto e�ciency ✏0 versus the jet pT threshold, computed with fixed order (left)
and resummed (right) calculations by JetVHeto [127]. The bands show scale
uncertainties. The bands of schemes (b) and (c) are not used in �✏0.

Figure 5.3 shows how scheme di↵erences of ✏0 inflate the perturbative uncertainties

compared to scale variations of ✏(a)0 . At pcutT = 25 GeV, it increases �✏0 from ⇠5% to

⇠20%. Figure 5.3 also shows how resummation of the ln
�
pcutT /mH

�
logarithms to all

orders of ↵S can improve the estimation of ✏0, resulting in better agreement between

schemes and consequently reducing �✏0. This resummation includes NNLL terms and is

performed by JetVHeto [127].

The three NNLO schemes (5.18), (5.19) and (5.20) can also be used to define ✏1. This

o↵ers an improvement compared to the CI prescription, which is currently limited to

using �NLO
�1 and �LO

�2 (see Section 5.1.2). Unfortunately, it is not possible to calculate ✏
(a)
1

since a full �NNLO
�1 calculation is not yet available. Instead, we choose ✏1 = (✏(b)1 + ✏

(c)
1 )/2

and �✏1 is evaluated by an envelope of scale uncertainties in both ✏
(b)
1 and ✏

(c)
1 , which

are calculated using mcfm [128]. The validity of this approximation is tested using

gg-initiated diagrams only, for which a �NNLO
�1 calculation exists [129]. For kT jets with

R = 0.5 and pcutT = 30 GeV, we find that ✏(a)1 = 0.831, ✏(b)1 = 0.761 and ✏
(c)
1 = 0.843.

The NNLO+NNLL(QCD)+NLO(EW) �tot calculation, the JetVHeto NNLO+NNLL

✏0 calculation and the mcfm fixed order ✏1 calculation are used as inputs to the JVE pre-

scription (5.17). Table 5.2 shows the jet-binned cross sections and uncertainties obtained

using simple Gaussian propagation of uncertainties, though the nuisance parameters are

constrained by log-normal distributions in the statistical model (see Section 8.2.2).
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5.1 Jet-binned cross sections

The gg ! H ! WW analysis is binned according to jet multiplicity, in order to exploit

the vastly di↵erent background compositions in each jet bin (see Figure 4.12); the 0-

jet, 1-jet and �2-jet bins each have dedicated event selection criteria. Uncertainties

in the expected ggF cross section must be evaluated separately for each jet bin, and

correlations between these bins must be considered when they are combined. Perturbative

uncertainties in the jet binning itself are considered independently from the other selection

criteria, since they possess additional subtleties described below.

5.1.1 Perturbative uncertainties in jet-binned cross sections

Consider splitting a cross section into two parts: an exclusive 0-jet cross section, �0, and

an inclusive �1-jet cross section, ��1:

�tot = �0

�
pcutT

�
+ ��1

�
pcutT

�
(5.1)

where pcutT is the jet pT threshold [43]. In ��1, the requirement of a jet with pT > pcutT

introduces double logarithmic contributions ↵k+m
S L2m, where L ⇠ ln (pcutT /Q) and Q is

the scale of the hard scatter (Q = mH is typical for ggF). These terms are analogous to

the logarithms introduced by soft gluon emission (see Section 2.1.3), though they depend

upon the process and also the jet algorithm and parameters (e.g. anti-kT with R = 0.4).

The schematic structures of the two inclusive cross sections are

�tot ⇠ ↵k
S{1 +↵S +↵2

S +O�
↵3
S

�} (5.2)

��1 ⇠ ↵k
S{ ↵S(L

2 + L+ 1) +↵2
S(L

4 + L3 + L2 + L+ 1) +O�
↵3
SL

6
�} . (5.3)

When pcutT ⌧ mH , the logarithms can overcome the ↵S suppression and provide significant

corrections to ��1. When these corrections are similar in size to the perturbative

corrections to �tot, the scale dependence of �0 = �tot � ��1 is reduced by cancellations

between the two series. This suggests that näıvely varying µR and µF might underestimate

perturbative uncertainties. This is confirmed in Figure 5.2, which shows that the

cancellations at pcutT = 25 GeV (used in the H ! WW analysis) are rather extreme.

When discussing uncertainties in jet-binned cross sections, it is convenient to consider

a general parametrisation of the covariance matrix [123]. In the {�0, ��1} basis, the
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One Calculation 
To Sum Them All

schemse a,b,c corresponds to the 
matching of the resummed calcula-
tion with the finite order one.
A. Banfi et al., PRL 109, 202001 (2012)



Comparing JVE to S&T at fixed order.
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exclusive

S&T
i fi=σi/σtot σi (pb) Δσi/σi

≥0 - 19.3 8%

≥1 - 7.44 20%

0 0.61 12 18%

mH = 125 GeV JVE (resummed)
i fi=σi/σtot σi (pb) Δfi/fi

≥0 - 19.3 8%

0 0.61 7.44 12%

0 0.61 12 14%

At fixed order JVE gives larger uncertainties than S&T [ a very good motivation 
to not use it :-) ] But recently new resummed calculation of ε0 became available.
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Figure 5.3: Jet veto e�ciency ✏0 versus the jet pT threshold, computed with fixed order (left)
and resummed (right) calculations by JetVHeto [127]. The bands show scale
uncertainties. The bands of schemes (b) and (c) are not used in �✏0.

Figure 5.3 shows how scheme di↵erences of ✏0 inflate the perturbative uncertainties

compared to scale variations of ✏(a)0 . At pcutT = 25 GeV, it increases �✏0 from ⇠5% to

⇠20%. Figure 5.3 also shows how resummation of the ln
�
pcutT /mH

�
logarithms to all

orders of ↵S can improve the estimation of ✏0, resulting in better agreement between

schemes and consequently reducing �✏0. This resummation includes NNLL terms and is

performed by JetVHeto [127].

The three NNLO schemes (5.18), (5.19) and (5.20) can also be used to define ✏1. This

o↵ers an improvement compared to the CI prescription, which is currently limited to

using �NLO
�1 and �LO

�2 (see Section 5.1.2). Unfortunately, it is not possible to calculate ✏
(a)
1

since a full �NNLO
�1 calculation is not yet available. Instead, we choose ✏1 = (✏(b)1 + ✏

(c)
1 )/2

and �✏1 is evaluated by an envelope of scale uncertainties in both ✏
(b)
1 and ✏

(c)
1 , which

are calculated using mcfm [128]. The validity of this approximation is tested using

gg-initiated diagrams only, for which a �NNLO
�1 calculation exists [129]. For kT jets with

R = 0.5 and pcutT = 30 GeV, we find that ✏(a)1 = 0.831, ✏(b)1 = 0.761 and ✏
(c)
1 = 0.843.

The NNLO+NNLL(QCD)+NLO(EW) �tot calculation, the JetVHeto NNLO+NNLL

✏0 calculation and the mcfm fixed order ✏1 calculation are used as inputs to the JVE pre-

scription (5.17). Table 5.2 shows the jet-binned cross sections and uncertainties obtained

using simple Gaussian propagation of uncertainties, though the nuisance parameters are

constrained by log-normal distributions in the statistical model (see Section 8.2.2).

Signal modelling 79

5.1 Jet-binned cross sections
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The schematic structures of the two inclusive cross sections are
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When pcutT ⌧ mH , the logarithms can overcome the ↵S suppression and provide significant

corrections to ��1. When these corrections are similar in size to the perturbative

corrections to �tot, the scale dependence of �0 = �tot � ��1 is reduced by cancellations

between the two series. This suggests that näıvely varying µR and µF might underestimate

perturbative uncertainties. This is confirmed in Figure 5.2, which shows that the

cancellations at pcutT = 25 GeV (used in the H ! WW analysis) are rather extreme.

When discussing uncertainties in jet-binned cross sections, it is convenient to consider

a general parametrisation of the covariance matrix [123]. In the {�0, ��1} basis, the
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Going beyond 0 jet.
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3

nj =0 nj =1 nj � 2

enriched

VBF-ggF-

enriched

ee/µµee/µµ eµ

VBF-enriched

selection

Pre-

eµ

eµ (8TeV) ee/µµeµ

ggF-enriched

FIG. 2. Analysis divisions in categories based on jet multi-
plicity (nj) and lepton-flavor samples (eµ and ee/µµ). The
most sensitive signal region for ggF production is nj =0 in eµ,
while for VBF production it is nj � 2 in eµ. These two sam-
ples are underlined. The eµ samples with nj  1 are further
subdivided as described in the text.

that do not pass either of the VBF selections.
Due to the large Drell-Yan and top-quark backgrounds

in events with same-flavor leptons or with jets, the most
sensitive signal region is in the eµ zero-jet final state.
The dominant background to this category is WW pro-
duction, which is e↵ectively suppressed by exploiting the
properties of W boson decays and the spin-0 nature of
the Higgs boson (Fig. 3). This property generally leads
to a lepton pair with a small opening angle [17] and a cor-
respondingly low invariant mass m``, broadly distributed
in the range below mH/2. The dilepton invariant mass is
used to select signal events, and the signal likelihood fit
is performed in two ranges of m`` in eµ final states with
nj  1.

Other background components are distinguished by
p `2
t , the magnitude of the transverse momentum of the

lower-pt lepton in the event (the “subleading” lepton). In
the signal process, one of the W bosons from the Higgs
boson decay is o↵ shell, resulting in relatively low sub-
leading lepton pt (peaking near 22 GeV, half the dif-
ference between the Higgs and W boson masses). In the
background from W bosons produced in association with
a jet or photon (misreconstructed as a lepton) or an o↵-
shell photon producing a low-mass lepton pair (where
one lepton is not reconstructed), the p `2

t distribution falls
rapidly with increasing pt. The eµ sample is therefore
subdivided into three regions of subleading lepton mo-
mentum for nj  1. The jet and photon misidentification
rates di↵er for electrons and muons, so this sample is
further split by subleading lepton flavor.

W+ H W�

⌫

`+ `�

⌫̄

FIG. 3. Illustration of the H !WW decay. The small
arrows indicate the particles’ directions of motion and the
large double arrows indicate their spin projections. The spin-0
Higgs boson decays to W bosons with opposite spins, and the
spin-1 W bosons decay into leptons with aligned spins. The
H and W boson decays are shown in the decaying particle’s
rest frame. Because of the V �A decay of the W bosons, the
charged leptons have a small opening angle in the laboratory
frame. This feature is also present when one W boson is o↵
shell.

Because of the neutrinos produced in the signal pro-
cess, it is not possible to fully reconstruct the invariant
mass of the final state. However, a “transverse mass”
mt [18] can be calculated without the unknown longitu-
dinal neutrino momenta:

mt =
q�

E ``
t + p ⌫⌫

t

�
2 � ��p ``

t + p ⌫⌫
t

��2, (1)

where E ``
t =

p
(p ``

t )2 + (m``)2, p ⌫⌫
t (p ``

t ) is the vector
sum of the neutrino (lepton) transverse momenta, and
p ⌫⌫
t (p ``

t ) is its modulus. The distribution has a kine-
matic upper bound at the Higgs boson mass, e↵ectively
separating Higgs boson production from the dominant
nonresonant WW and top-quark backgrounds. For the
VBF analysis, the transverse mass is one of the inputs to
the BDT distribution used to fit for the signal yield. In
the ggF and cross-check VBF analyses, the signal yield
is obtained from a direct fit to the mt distribution for
each category.
Most of the backgrounds are modeled using Monte

Carlo samples normalized to data, and include theoreti-
cal uncertainties on the extrapolation from the normal-
ization region to the signal region, and on the shape of the
distribution used in the likelihood fit. For the W+jet(s)
and multijet backgrounds, the high rates and the un-
certainties in modeling misidentified leptons motivate a
model of the kinematic distributions based on data. For
a few minor backgrounds, the process cross sections are
taken from theoretical calculations. Details of the back-
ground modeling strategy are given in Sec. VI.
The analyses of the 7 and 8TeV data sets are sepa-

rate, but use common methods where possible; di↵er-
ences arise primarily because of the lower instantaneous
and integrated luminosities in the 7TeV data set. As
an example, the categorization of 7TeV data does not
include a ggF-enriched category for events with at least
two jets, since the expected significance of such a cate-

The analysis looked too much simpe, so ATLAS 
decided to add a further 2 jet, non VBF category 

to increase the ggF sensitivity.

S&T implies:

�1 = ��1 � ��2

known up to αs4

known up to αs5

A good expansion doesn’t mix 
different orders:

use σ≥2 up to αs4 

(~70% uncertainty)

same uncertainty in 2 jets to 
preserve the total cross section.



Extension to multi-jets.
[D. Hall thesis, CERN-THESIS-2014-130]
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i fi=σi/σtot σi (pb) Δσi/σi

≥0 - 19.3 8%
≥1 - 7.4 20%
≥2 - 2.3 70%
0 0.61 12 18%
1 0.27 5.2 43%
≥2 0.12 2.3 70%

S&T

�1 = ��1 � ��2

�0 = ��0 � ��1

�2�0 = �2��0 + �2��1

�2�1 = �2��1 + �2��2

�2��2

JVE (extension from the 0 jet case)

✏(a)1 = 1�
�NLO
�2

�NNLO
�1

✏(b)1 = 1�
�NLO
�2

�NLO
�1

✏(c)1 = 1�
�NLO
�2

�LO
�1

+

 
�NLO
�1

�LO
�1

� 1

!
�LO
�2

�LO
�1

Missing.

Resummation missing
In the 0 jet case ε0(b) < ε0(a)  < ε0(c), assuming that this 
is preserved in 1 jet, we don’t really need (a).

Assumption verified for  σ1-jetNNLO gg only using 
Petriello (arXiv:1302.6216)

✏(a)1 = 0.831 ✏(b)1 = 0.761 ✏(c)1 = 0.843

Procedure to estimate ε1 uncertainty:

Take the envelope among [ε1(b)+ε1(c)]/2 
scale uncertainties, ε1(b) and ε1(c). 
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Extension to multi-jets.

i fi=σi/σtot σi (pb) Δσi/σi

≥0 - 19.3 8%
≥1 - 7.4 20%
≥2 - 2.3 70%
0 0.61 12 18%
1 0.27 5.2 43%
≥2 0.12 2.3 70%

S&T

�1 = ��1 � ��2

�0 = ��0 � ��1

�2�0 = �2��0 + �2��1

�2�1 = �2��1 + �2��2

�2��2

JVE 
i val Δval/val
σ≥0 19.3 pb 8%
f0 0.61 12%
f1 0.69 15%
i fi=σi/σtot σi (pb) Δσi/σi

0 0.61 12 14%
1 0.27 5.2 25%
≥2 0.12 2.3 39%

✏(b)1 = 1�
�NLO
�2

�NLO
�1

✏(c)1 = 1�
�NLO
�2

�LO
�1

+

 
�NLO
�1

�LO
�1

� 1

!
�LO
�2

�LO
�1

Use MCFM NLO cross section.

Use HNNLO LO cross section.
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61

TABLE XXVI. Summary of uncertainties on the signal strength µ. The table gives the relative uncertainties for inclusive Higgs
production (left), ggF production (middle), and VBF production (right). For each group separated by a horizontal line, the first
line gives the combined result. The “profiled signal region” indicates the contribution of the uncertainty on the ggF signal yield
to the µvbf measurement and vice versa. The “misid. factor” is the systematic uncertainty related to the W+jets background
estimation. The “Z/�⇤ ! ee, µµ” entry corresponds to uncertainties on the frecoil selection e�ciency for the nj  1 ee/µµ
category. The “muons and electrons” entry includes uncertainties on the lepton energy scale, lepton momentum corrections,
lepton trigger e�ciencies, and lepton isolation e�ciencies. The “jets” uncertainties include the jet energy scale, jet energy
resolution, and the b-tagging e�ciency. Values are quoted assuming mH =125.36GeV. The plot for VBF (third column) has a
di↵erent scale than the the other columns to show the relative uncertainties per column. The entries marked with a dash are
smaller than 0.01 or do not apply.

Observed µ=1.09

Source Error Plot of error
+ � (scaled by 100)

Data statistics 0.16 0.15
Signal regions 0.12 0.12
Profiled control regions 0.10 0.10
Profiled signal regions - - -

MC statistics 0.04 0.04

Theoretical systematics 0.15 0.12
Signal H !WW ⇤ B 0.05 0.04
Signal ggF cross section 0.09 0.07
Signal ggF acceptance 0.05 0.04
Signal VBF cross section 0.01 0.01
Signal VBF acceptance 0.02 0.01
Background WW 0.06 0.06
Background top quark 0.03 0.03
Background misid. factor 0.05 0.05
Others 0.02 0.02

Experimental systematics 0.07 0.06
Background misid. factor 0.03 0.03
Bkg. Z/�⇤ ! ee, µµ 0.02 0.02
Muons and electrons 0.04 0.04
Missing transv. momentum 0.02 0.02
Jets 0.03 0.02
Others 0.03 0.02

Integrated luminosity 0.03 0.03

Total 0.23 0.21

-30 -15 0 15 30

Observed µggF =1.02

Error Plot of error
+ � (scaled by 100)

0.19 0.19
0.14 0.14
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- - -
- - -

0.08 0.08
0.04 0.04
0.06 0.06
0.02 0.02

0.08 0.08
0.04 0.04
0.03 0.03
0.05 0.04
0.02 0.01
0.03 0.03
0.03 0.03

0.03 0.02

0.29 0.26
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Observed µvbf =1.27

Error Plot of error
+ � (scaled by 100)

0.44 0.40
0.38 0.35
0.21 0.18
0.09 0.08

0.05 0.05

0.22 0.15
0.07 0.04
0.03 0.03
0.07 0.07
0.07 0.04
0.15 0.08
0.07 0.07
0.06 0.06
0.02 0.02
0.03 0.03

0.18 0.14
0.02 0.01
0.01 0.01
0.03 0.02
0.05 0.05
0.15 0.11
0.06 0.06

0.05 0.03

0.53 0.45
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fraction BH !WW⇤ is proportional to 2

V and inversely
proportional to a linear combination of 2

F and 2

V . This
model assumes that there are no non-SM decay modes,
so the denominator corresponds to the total decay width
in terms of the fermionic and bosonic decay amplitudes.
The formulae, following Ref. [62], are

µ
ggf / 2

F · 2

V

(BH ! f ¯f + BH ! gg)2

F + (BH !V V )2

V

µvbf / 4

V

(BH ! f ¯f + BH ! gg)2

F + (BH !V V )2

V

.

(17)

The small contribution from BH ! �� depends on both F

and V and is not explicitly shown. Because (BH ! f ¯f +
BH ! gg)⇡ 0.75, 2

F is the dominant component of the de-

nominator for 2

F
<⇠ 32

V . As a result, the 2

F dependence
for the ggF process approximately cancels, but the rate
remains sensitive to V . Similarly, the VBF rate scales
approximately with 4

V /
2

F and the VBF channel pro-
vides more sensitivity to F than the ggF channel does
in this model. Because Eq. (17) contains only 2

F and 2

V ,
this channel is not sensitive to the sign of F or V .

The likelihood scan as a function of V and F is shown
in Fig. 41. Both the observed and expected contours are
shown, and are in good agreement. The relatively low
discrimination among high values of F in the plot is due
to the functional behavior of the total ggF yield. The
product �

ggf · B does not depend on F in the limit where
F � V , so the sensitivity at high F values is driven
by the value of µvbf. The VBF process rapidly vanishes

Acceptance 
systematics about 
1/2 of total cross 
section systematics.
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Observation andmeasurement ofHiggs boson decays toWW ⇤ with theATLASdetector

G. Aad et al.⇤

(ATLAS Collaboration)
(Dated: December 7, 2014)

We report the observation of Higgs boson decays to WW ⇤ based on an excess over background
of 6.1 standard deviations in the dilepton final state, where the Standard Model expectation is 5.8
standard deviations. Evidence for the vector-boson fusion (VBF) production process is obtained
with a significance of 3.2 standard deviations. The results are obtained from a data sample cor-
responding to an integrated luminosity of 25 fb�1 from

p
s=7 and 8TeV pp collisions recorded by

the ATLAS detector at the LHC. For a Higgs boson mass of 125.36GeV, the ratio of the mea-
sured value to the expected value of the total production cross section times branching fraction is
1.09+0.16

�0.15 (stat.)
+0.17
�0.14 (syst.). The corresponding ratios for the gluon fusion and vector-boson fusion

production mechanisms are 1.02± 0.19 (stat.)+0.22
�0.18 (syst.) and 1.27+0.44

�0.40 (stat.)
+0.30
�0.21 (syst.), respec-

tively. At
p
s=8TeV, the total production cross sections are measured to be �(gg!H !WW ⇤) =

4.6± 0.9 (stat.)+0.8
�0.7 (syst.) pb and �(VBF H !WW ⇤)= 0.51+0.17

�0.15 (stat.)
+0.13
�0.08 (syst.) pb. The fidu-

cial cross section is determined for the gluon-fusion process in exclusive final states with zero or one
associated jet.

PACS numbers: 13.85.Hd, 13.85.-t, 14.80.Bn

I. INTRODUCTION

In the Standard Model of particle physics (SM), the
Higgs boson results from the Brout-Englert-Higgs mech-
anism [1] that breaks the electroweak symmetry [2] and
gives mass to the W and Z gauge bosons [3]. It has
a spin-parity of 0+, with couplings to massive particles
that are precisely determined by their measured masses.
A new particle compatible with the spin and gauge-boson
couplings of the SM Higgs boson was discovered in 2012
by the ATLAS and CMS experiments at the LHC using
the ZZ⇤, ��, and WW ⇤ final states [4–8]. Measurements
of the particle’s mass [8, 9] yield a value of approximately
125GeV, consistent with the mass of the SM Higgs boson
provided by a global fit to electroweak measurements [10].
Evidence for production of this boson at the Tevatron [11]
and for its decay to fermions at the LHC [12] are also
consistent with the properties of the SM Higgs boson.

The direct observation of the Higgs boson in individ-
ual decay channels provides an essential confirmation of
the SM predictions. For a Higgs boson with a mass of
125GeV, the H!WW ⇤ decay has the second largest
branching fraction (22%) and is a good candidate for
observation. The sequential decay H!WW ⇤ ! `⌫`⌫,
where ` is an electron or muon, is a sensitive experimen-
tal signature. Searches for this decay produced the first
direct limits on the mass of the Higgs boson at a hadron
collider [13, 14], and measurements following the boson
discovery are among the most precise in determining its
couplings and spin [5–7].

The dominant Higgs boson production mode in high-
energy hadron collisions is gluon fusion (ggF), where the
interacting gluons produce a Higgs boson predominantly

⇤ Full author list given at the end of the article.

through a top-quark loop. The next most abundant pro-
duction mechanism, with a factor of twelve reduction in
rate, is the fusion of vector bosons radiated by the in-
teracting quarks into a Higgs boson (vector-boson fusion
or VBF). At a further reduced rate, a Higgs boson can
be produced in association with a W or Z boson (VH
production). The leading-order production processes are
depicted in Fig. 1.

This paper describes the observation and measurement
of the Higgs boson in its decay to a pair of W bosons,
with the Higgs boson produced by the ggF and VBF
processes at center-of-mass energies of 7 and 8TeV. The
ggF production process probes Higgs boson couplings to
heavy quarks, while the VBF and VH processes probe

H

ggF production

W ⇤

W

W ⇤

W
q0

q0

VBF production

H

W

W ⇤

VH production

q̄

q

V
V

q

q
V

V

H
g

g

FIG. 1. Feynman diagrams for the leading production modes
(ggF, VBF, and VH), where the V VH and qqH coupling ver-
tices are marked by • and �, respectively. The V represents
a W or Z vector boson.

VBF topology probed using several variables exploiting 
differences between the Higgs VBF production and the 
main tt background that are used as inputs to the BDT. -
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FIG. 44. Distributions of the variables used as inputs to the training of the BDT in the eµ sample in the 8TeV data analysis.
The variables are shown after the common preselection and the additional selection requirements in the nj � 2 VBF-enriched
category, and they include: m``, ��``, mt, and �yjj (top two rows); mjj , p

sum
t , ⌃C`, and ⌃m`j (bottom two rows). The

distributions show the separation between the VBF signal and background processes (ggF signal production is treated as such).
The VBF signal is scaled by fifty to enhance the di↵erences in the shapes of the input variable distributions. The SM Higgs
boson is shown at mH =125GeV. The uncertainties on the background prediction are only due to MC sample size.
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FIG. 44. Distributions of the variables used as inputs to the training of the BDT in the eµ sample in the 8TeV data analysis.
The variables are shown after the common preselection and the additional selection requirements in the nj � 2 VBF-enriched
category, and they include: m``, ��``, mt, and �yjj (top two rows); mjj , p

sum
t , ⌃C`, and ⌃m`j (bottom two rows). The

distributions show the separation between the VBF signal and background processes (ggF signal production is treated as such).
The VBF signal is scaled by fifty to enhance the di↵erences in the shapes of the input variable distributions. The SM Higgs
boson is shown at mH =125GeV. The uncertainties on the background prediction are only due to MC sample size.
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FIG. 44. Distributions of the variables used as inputs to the training of the BDT in the eµ sample in the 8TeV data analysis.
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distributions show the separation between the VBF signal and background processes (ggF signal production is treated as such).
The VBF signal is scaled by fifty to enhance the di↵erences in the shapes of the input variable distributions. The SM Higgs
boson is shown at mH =125GeV. The uncertainties on the background prediction are only due to MC sample size.
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TABLE VII. Event selection for the nj � 2 VBF-enriched category in the 8TeV cross-check data analysis (see Table V for
presentation details). The NggF, NVBF, and NVH expected yields are shown separately. The expected yields for WW and
Z/�⇤ ! ⌧⌧ are divided into QCD and electroweak (EW) processes, where the latter includes VBF production.

Summary Composition of Nbkg

Selection Nobs/Nbkg Nobs Nbkg Nsignal NWW Ntop Nmisid NV V NDrell-Yan

NggFNVBFNVH NQCD

WW NEW
WW Ntt̄ Nt NWj Njj Nee/µµ NQCD

⌧⌧ NEW
⌧⌧

eµ sample 1.00± 0.00 61434 61180 85 32 26 1350 68 51810 2970 847 308 380 51 3260 46
nb =0 1.02± 0.01 7818 7700 63 26 16 993 43 3000 367 313 193 273 35 2400 29
p sum
t < 15 1.03± 0.01 5787 5630 46 23 13 781 38 1910 270 216 107 201 27 2010 23

m⌧⌧ <mZ � 25 1.05± 0.02 3129 2970 40 20 9.9 484 22 1270 177 141 66 132 7.6 627 5.8
mjj > 600 1.31± 0.12 131 100 2.3 8.2 - 18 8.9 40 5.3 1.8 2.4 5.1 0.1 15 1.0
�yjj > 3.6 1.33± 0.13 107 80 2.1 7.9 - 11.7 6.9 35 5.0 1.6 2.3 3.3 - 11.6 0.8
Cj3 > 1 1.36± 0.18 58 43 1.3 6.6 - 6.9 5.6 14 3.0 1.3 1.3 2.0 - 6.8 0.6
C`1 < 1, C`2 < 1 1.42± 0.20 51 36 1.2 6.4 - 5.9 5.2 10.8 2.5 1.3 1.3 1.6 - 5.7 0.6
m``,��``,mt 2.53± 0.71 14 5.5 0.8 4.7 - 1.0 0.5 1.1 0.3 0.3 0.3 0.6 - 0.5 0.2

ee/µµ sample 0.99± 0.01 26949 27190 31 14 10.1 594 37 23440 1320 230 8.6 137 690 679 16
nb, p

sum
t ,m⌧⌧ 1.03± 0.03 1344 1310 13 8.0 4.0 229 12.0 633 86 26 0.9 45 187 76 1.5

mjj ,�yjj , Cj3, C` 1.39± 0.28 26 19 0.4 2.9 0.0 3.1 3.1 5.5 1.0 0.2 0.0 0.7 3.8 0.7 0.1
m``,��``,mt 1.63± 0.69 6 3.7 0.3 2.2 0.0 0.4 0.2 0.6 0.2 0.2 0.0 0.1 1.5 0.3 0.1

TABLE VIII. Event selection for the nj � 2 VBF-enriched category in the 8TeV BDT data analysis (see Table V for presentation
details). The event yields in (a) are shown after the preselection and the additional requirements applied before the BDT
classification (see text). The event yields in (b) are given in bins in OBDT after the classification, the normalization factors are
applied to the yields (see Table XX). In the specific case of (a), the normalization factors described in Sec. VI are not applied
to the relevant backgrounds. The NggF, NVBF, and NVH expected yields are shown separately.

(a) Before the BDT classification

Summary Composition of Nbkg

Selection Nobs/Nbkg Nobs Nbkg Nsignal NWW Ntop Nmisid NV V NDrell-Yan

NggFNVBFNVH NQCD

WW NEW
WW Ntt̄ Nt NWj Njj Nee/µµ NQCD

⌧⌧ NEW
⌧⌧

eµ sample 1.04± 0.04 718 689 13 15 2.0 90 11 327 42 29 23 31 2.2 130 2
ee/µµ sample 1.18± 0.08 469 397 6.0 7.7 0.9 37 3 132 17 5.2 1.2 10.1 168 23 1

(b) Bins in OBDT

eµ sample
Bin 0 (not used) 1.02± 0.04 661 650 8.8 3.0 1.9 83 9 313 40 26 21 28 2.2 126 1
Bin 1 0.99± 0.16 37 37 3.0 4.2 0.1 5.0 1.0 17 3.1 3.3 1.8 2.6 - 4.0 0.2
Bin 2 2.26± 0.63 14 6.2 1.2 4.2 - 1.5 0.5 1.8 0.3 0.4 0.3 0.8 - 0.3 0.3
Bin 3 5.41± 2.32 6 1.1 0.4 3.1 - 0.3 0.2 0.3 0.1 - - 0.1 - 0.1 0.1

ee/µµ sample
Bin 0 (not used) 1.91± 0.08 396 345 3.8 1.3 0.8 33 2 123 16 4.1 1.1 8.8 137 20.5 0.5
Bin 1 0.82± 0.14 53 45 1.5 2.2 0.1 3.0 0.5 10.4 1.8 0.8 0.2 0.9 26 1.7 0.1
Bin 2 1.77± 0.49 14 7.9 0.6 2.5 - 0.8 0.3 1.1 0.2 0.2 - 0.3 4.4 0.3 0.1
Bin 3 6.52± 2.87 6 0.9 0.2 1.7 - 0.1 0.2 0.2 - - - - 0.7 - -

the tag jets, and is greater than unity when | ⌘j3 |> | ⌘j1 |
or | ⌘j3 |> | ⌘j2 |. The centrality of any extra jet in the
event is required therefore to be Cj3 > 1.

The Higgs boson decay products tend to be in the cen-
tral rapidity region. The centrality of a given lepton, C`,
with respect to the tag jets is defined similarly to that
for extra jets in Eq. (6). A requirement of C` < 1 is ap-

plied to each lepton in the BDT and cross-check analyses.
The sum of lepton centralities ⌃C` =C`1 +C`2 is used as
an input to the BDT. The C`1 distribution is shown in
Fig. 9(c).
Top-quark pair production has a large cross section

and the same final state as VBF Higgs boson produc-
tion, with the exception that its jets result from b-quarks.
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TABLE VIII. Event selection for the nj � 2 VBF-enriched category in the 8TeV BDT data analysis (see Table V for presentation
details). The event yields in (a) are shown after the preselection and the additional requirements applied before the BDT
classification (see text). The event yields in (b) are given in bins in OBDT after the classification, the normalization factors are
applied to the yields (see Table XX). In the specific case of (a), the normalization factors described in Sec. VI are not applied
to the relevant backgrounds. The NggF, NVBF, and NVH expected yields are shown separately.
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the tag jets, and is greater than unity when | ⌘j3 |> | ⌘j1 |
or | ⌘j3 |> | ⌘j2 |. The centrality of any extra jet in the
event is required therefore to be Cj3 > 1.

The Higgs boson decay products tend to be in the cen-
tral rapidity region. The centrality of a given lepton, C`,
with respect to the tag jets is defined similarly to that
for extra jets in Eq. (6). A requirement of C` < 1 is ap-

plied to each lepton in the BDT and cross-check analyses.
The sum of lepton centralities ⌃C` =C`1 +C`2 is used as
an input to the BDT. The C`1 distribution is shown in
Fig. 9(c).
Top-quark pair production has a large cross section

and the same final state as VBF Higgs boson produc-
tion, with the exception that its jets result from b-quarks.

ggF is the largest background in the 
most sensitive bin (we need to correctly 

assign systematics to CJV)
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TABLE VII. Event selection for the nj � 2 VBF-enriched category in the 8TeV cross-check data analysis (see Table V for
presentation details). The NggF, NVBF, and NVH expected yields are shown separately. The expected yields for WW and
Z/�⇤ ! ⌧⌧ are divided into QCD and electroweak (EW) processes, where the latter includes VBF production.

Summary Composition of Nbkg

Selection Nobs/Nbkg Nobs Nbkg Nsignal NWW Ntop Nmisid NV V NDrell-Yan
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⌧⌧ NEW
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nb =0 1.02± 0.01 7818 7700 63 26 16 993 43 3000 367 313 193 273 35 2400 29
p sum
t < 15 1.03± 0.01 5787 5630 46 23 13 781 38 1910 270 216 107 201 27 2010 23

m⌧⌧ <mZ � 25 1.05± 0.02 3129 2970 40 20 9.9 484 22 1270 177 141 66 132 7.6 627 5.8
mjj > 600 1.31± 0.12 131 100 2.3 8.2 - 18 8.9 40 5.3 1.8 2.4 5.1 0.1 15 1.0
�yjj > 3.6 1.33± 0.13 107 80 2.1 7.9 - 11.7 6.9 35 5.0 1.6 2.3 3.3 - 11.6 0.8
Cj3 > 1 1.36± 0.18 58 43 1.3 6.6 - 6.9 5.6 14 3.0 1.3 1.3 2.0 - 6.8 0.6
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t ,m⌧⌧ 1.03± 0.03 1344 1310 13 8.0 4.0 229 12.0 633 86 26 0.9 45 187 76 1.5

mjj ,�yjj , Cj3, C` 1.39± 0.28 26 19 0.4 2.9 0.0 3.1 3.1 5.5 1.0 0.2 0.0 0.7 3.8 0.7 0.1
m``,��``,mt 1.63± 0.69 6 3.7 0.3 2.2 0.0 0.4 0.2 0.6 0.2 0.2 0.0 0.1 1.5 0.3 0.1
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to the relevant backgrounds. The NggF, NVBF, and NVH expected yields are shown separately.
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m``,��``,mt 1.63± 0.69 6 3.7 0.3 2.2 0.0 0.4 0.2 0.6 0.2 0.2 0.0 0.1 1.5 0.3 0.1

TABLE VIII. Event selection for the nj � 2 VBF-enriched category in the 8TeV BDT data analysis (see Table V for presentation
details). The event yields in (a) are shown after the preselection and the additional requirements applied before the BDT
classification (see text). The event yields in (b) are given in bins in OBDT after the classification, the normalization factors are
applied to the yields (see Table XX). In the specific case of (a), the normalization factors described in Sec. VI are not applied
to the relevant backgrounds. The NggF, NVBF, and NVH expected yields are shown separately.

(a) Before the BDT classification

Summary Composition of Nbkg

Selection Nobs/Nbkg Nobs Nbkg Nsignal NWW Ntop Nmisid NV V NDrell-Yan

NggFNVBFNVH NQCD

WW NEW
WW Ntt̄ Nt NWj Njj Nee/µµ NQCD

⌧⌧ NEW
⌧⌧

eµ sample 1.04± 0.04 718 689 13 15 2.0 90 11 327 42 29 23 31 2.2 130 2
ee/µµ sample 1.18± 0.08 469 397 6.0 7.7 0.9 37 3 132 17 5.2 1.2 10.1 168 23 1

(b) Bins in OBDT

eµ sample
Bin 0 (not used) 1.02± 0.04 661 650 8.8 3.0 1.9 83 9 313 40 26 21 28 2.2 126 1
Bin 1 0.99± 0.16 37 37 3.0 4.2 0.1 5.0 1.0 17 3.1 3.3 1.8 2.6 - 4.0 0.2
Bin 2 2.26± 0.63 14 6.2 1.2 4.2 - 1.5 0.5 1.8 0.3 0.4 0.3 0.8 - 0.3 0.3
Bin 3 5.41± 2.32 6 1.1 0.4 3.1 - 0.3 0.2 0.3 0.1 - - 0.1 - 0.1 0.1

ee/µµ sample
Bin 0 (not used) 1.91± 0.08 396 345 3.8 1.3 0.8 33 2 123 16 4.1 1.1 8.8 137 20.5 0.5
Bin 1 0.82± 0.14 53 45 1.5 2.2 0.1 3.0 0.5 10.4 1.8 0.8 0.2 0.9 26 1.7 0.1
Bin 2 1.77± 0.49 14 7.9 0.6 2.5 - 0.8 0.3 1.1 0.2 0.2 - 0.3 4.4 0.3 0.1
Bin 3 6.52± 2.87 6 0.9 0.2 1.7 - 0.1 0.2 0.2 - - - - 0.7 - -

the tag jets, and is greater than unity when | ⌘j3 |> | ⌘j1 |
or | ⌘j3 |> | ⌘j2 |. The centrality of any extra jet in the
event is required therefore to be Cj3 > 1.

The Higgs boson decay products tend to be in the cen-
tral rapidity region. The centrality of a given lepton, C`,
with respect to the tag jets is defined similarly to that
for extra jets in Eq. (6). A requirement of C` < 1 is ap-

plied to each lepton in the BDT and cross-check analyses.
The sum of lepton centralities ⌃C` =C`1 +C`2 is used as
an input to the BDT. The C`1 distribution is shown in
Fig. 9(c).
Top-quark pair production has a large cross section

and the same final state as VBF Higgs boson produc-
tion, with the exception that its jets result from b-quarks.

CJV performance 
( cross check analysis)

~ factor 2 reduction thanks to 
CJV in VBF phase space.



Procedure for ggF+2jets (S&T).
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1) Look at the event yield at the BDT preselection: 
all preselection cuts (except CJV) applied  plus OBDT  > -0.48.
2)  estimate δσ≥2_VBF scale uncertainty (variation of events passing (1) with the usual 
renormalisation and factorisation scale variation: factor 2 between mH/4 and mH 
avoiding extremes μR = mH/4:μF = mH, μR = mH:μF = mH/4;

3) estimate δσ≥3_VBF-CJV: events having a third jet, with pT > 20 GeV, with rapidity inside 
the tagging VBF jets;

�2�2j VBF�CJV = �2��2 VBF + �2��3 VBF�CJV

At this point cancellation effect has been taken into account, use naive scale variation to 
evaluate the OBDT shape uncertainties.
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TABLE X. Signal-yield uncertainties (in %) due to the model-
ing of the gluon-fusion and vector-boson-fusion processes. For
the nj =0 and nj =1 categories the uncertainties are shown
for events with same-flavor leptons; for events with di↵erent-
flavor leptons the uncertainties are evaluated in bins of m``

and p `2
t . For the nj � 2 VBF category the uncertainties are

shown for the most sensitive bin of BDT output (bin 3).

Uncertainty source
nj =0 nj =1 nj � 2 nj � 2

ggF VBF

Gluon fusion
Total cross section 10 10 10 7.2
Jet binning or veto 11 25 33 29
Acceptance
Scale 1.4 1.9 3.6 48
PDF 3.2 2.8 2.2 -
Generator 2.5 1.4 4.5 -
UE/PS 6.4 2.1 1.7 15

Vector-boson fusion
Total cross section 2.7 2.7 2.7 2.7
Acceptance
Scale - - - 3.0
PDF - - - 3.0
Generator - - - 4.2
UE/PS - - - 14

to PDF modeling.
The powheg generator is used to simulate the VBF

process (see Table III). Uncertainties on the acceptance
are evaluated for several sources: the impact of the QCD
scale on the jet veto and on the remaining acceptance;
PDFs; generator matching of the matrix element to the
parton shower; and the underlying event and parton
shower. Table X shows the VBF and ggF uncertainties
in the most sensitive bin of the BDT output (bin 3). The
other bins have the same or similar uncertainties for the
VBF process, except for UE/PS, where the uncertainty
is 5.2% (< 1%) in bin 2 (bin 1).

VI. BACKGROUND PROCESSES

The background contamination in the various signal
regions (SR) comes from several physics processes that
were briefly discussed in Sec. II and listed in Table I.
They are:

• WW : nonresonant W pair production;

• Top quarks (Top): t pair production (tt̄) and single-
top production (t) both followed by the decay
t!Wb;

• Misidentified leptons (Misid.): W boson produc-
tion in association with a jet that is misidentified
as a lepton (Wj) and dijet or multijet production
with two misidentifications (jj);

• Other dibosons (V V ): W�, W�⇤, WZ and ZZ; and

• Drell-Yan (DY): Z/�⇤ decay to e or µ pairs (ee/µµ)
and ⌧ pairs (⌧⌧);

the contamination of Higgs decays to non-WW channels
is small, but considered as signal. A few background pro-
cesses, such as Z� and WW produced by double parton
interactions, are not listed because their contributions are
negligible in the control and signal regions, but they are
considered in the analysis for completeness. Their nor-
malizations and acceptances are taken from Monte Carlo
simulation.
For each background the event selection includes a tar-

geted set of kinematic requirements (and sample selec-
tion) to distinguish the background from the signal. The
background estimate is made with a control region (CR)
that inverts some or all of these requirements and in many
cases enlarges the allowed range for certain kinematic
variables to increase the number of observed events in the
CR. For example, the relevant selections that suppress
the WW background in the nj =0 SR are m`` < 55GeV
and ��`` < 1.8. The WW CR, in turn, is defined by
requiring 55<m`` < 110GeV and ��``  2.6.
The most common use of a CR, like the WW example

above, is to determine the normalization factor � defined
by the ratio of the observed to expected yields of WW
candidates in the CR, where the observed yield is ob-
tained by subtracting the non-WW (including the Higgs
signal) contributions from the data. The estimate Best

sr of
the expected background in the SR under consideration
can be written as

Best

sr = Bsr · Ncr/Bcr| {z }
Normalization�

= Ncr · Bsr/Bcr| {z }
Extrapolation↵

(7)

where Ncr and Bcr are the observed yield and the MC
estimate in the CR, respectively, and Bsr is the MC es-
timate in the signal region. The first equality defines the
data-to-MC normalization factor in the CR, �; the sec-
ond equality defines the extrapolation factor from the CR
to the SR, ↵, predicted by the MC. With a su�cient num-
ber of events available in the CR, the large theoretical
uncertainties associated with estimating the background
directly from simulation are replaced by the combination
of two significantly smaller uncertainties, the statistical
uncertainty on Ncr and the systematic uncertainty on ↵.
When the SR is subdivided for reasons of increased sig-

nal sensitivity, as is the case for the eµ sample for nj =0,
a corresponding ↵ parameter is computed for each of the
subdivided regions. The CR (hence the � parameter),
however, is not subdivided for statistical reasons.
The uncertainties described in this section are inputs to

the extraction of the signal strength parameter using the
likelihood fit, which is described in Sec. VII. An extension
of this method is used when it is possible to determine
the extrapolation factor ↵ from data. As described in
Secs. VIC and VIE, this can be done for the misidentified
lepton backgrounds and in the high-statistics categories
for the Z/�⇤ ! ee, µµ background. For the former, the
distribution of the discriminating variable of interest is

BDT preselection

OBDT shape

�2j VBF�CJV = ��2 VBF � ��3 VBF�CJV

Uncertainties computed 
using ggF MCFM NLO 
ggF2jets.

ggF2jets in VBF 8 events
respect to 76 events in 
the 2 jet bin: no need to 
preserve normalisation.



Impact on μVBF
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TABLE XXVI. Summary of uncertainties on the signal strength µ. The table gives the relative uncertainties for inclusive Higgs
production (left), ggF production (middle), and VBF production (right). For each group separated by a horizontal line, the first
line gives the combined result. The “profiled signal region” indicates the contribution of the uncertainty on the ggF signal yield
to the µvbf measurement and vice versa. The “misid. factor” is the systematic uncertainty related to the W+jets background
estimation. The “Z/�⇤ ! ee, µµ” entry corresponds to uncertainties on the frecoil selection e�ciency for the nj  1 ee/µµ
category. The “muons and electrons” entry includes uncertainties on the lepton energy scale, lepton momentum corrections,
lepton trigger e�ciencies, and lepton isolation e�ciencies. The “jets” uncertainties include the jet energy scale, jet energy
resolution, and the b-tagging e�ciency. Values are quoted assuming mH =125.36GeV. The plot for VBF (third column) has a
di↵erent scale than the the other columns to show the relative uncertainties per column. The entries marked with a dash are
smaller than 0.01 or do not apply.

Observed µ=1.09

Source Error Plot of error
+ � (scaled by 100)

Data statistics 0.16 0.15
Signal regions 0.12 0.12
Profiled control regions 0.10 0.10
Profiled signal regions - - -

MC statistics 0.04 0.04

Theoretical systematics 0.15 0.12
Signal H !WW ⇤ B 0.05 0.04
Signal ggF cross section 0.09 0.07
Signal ggF acceptance 0.05 0.04
Signal VBF cross section 0.01 0.01
Signal VBF acceptance 0.02 0.01
Background WW 0.06 0.06
Background top quark 0.03 0.03
Background misid. factor 0.05 0.05
Others 0.02 0.02

Experimental systematics 0.07 0.06
Background misid. factor 0.03 0.03
Bkg. Z/�⇤ ! ee, µµ 0.02 0.02
Muons and electrons 0.04 0.04
Missing transv. momentum 0.02 0.02
Jets 0.03 0.02
Others 0.03 0.02

Integrated luminosity 0.03 0.03

Total 0.23 0.21

-30 -15 0 15 30

Observed µggF =1.02

Error Plot of error
+ � (scaled by 100)

0.19 0.19
0.14 0.14
0.12 0.12
0.03 0.03

0.06 0.06

0.19 0.16
0.05 0.03
0.13 0.09
0.06 0.05
- - -
- - -

0.08 0.08
0.04 0.04
0.06 0.06
0.02 0.02

0.08 0.08
0.04 0.04
0.03 0.03
0.05 0.04
0.02 0.01
0.03 0.03
0.03 0.03

0.03 0.02

0.29 0.26

-30 -15 0 15 30

Observed µvbf =1.27

Error Plot of error
+ � (scaled by 100)

0.44 0.40
0.38 0.35
0.21 0.18
0.09 0.08

0.05 0.05

0.22 0.15
0.07 0.04
0.03 0.03
0.07 0.07
0.07 0.04
0.15 0.08
0.07 0.07
0.06 0.06
0.02 0.02
0.03 0.03

0.18 0.14
0.02 0.01
0.01 0.01
0.03 0.02
0.05 0.05
0.15 0.11
0.06 0.06

0.05 0.03

0.53 0.45

-60 -30 0 30 60

fraction BH !WW⇤ is proportional to 2

V and inversely
proportional to a linear combination of 2

F and 2

V . This
model assumes that there are no non-SM decay modes,
so the denominator corresponds to the total decay width
in terms of the fermionic and bosonic decay amplitudes.
The formulae, following Ref. [62], are

µ
ggf / 2

F · 2

V

(BH ! f ¯f + BH ! gg)2

F + (BH !V V )2

V

µvbf / 4

V

(BH ! f ¯f + BH ! gg)2

F + (BH !V V )2

V

.

(17)

The small contribution from BH ! �� depends on both F

and V and is not explicitly shown. Because (BH ! f ¯f +
BH ! gg)⇡ 0.75, 2

F is the dominant component of the de-

nominator for 2

F
<⇠ 32

V . As a result, the 2

F dependence
for the ggF process approximately cancels, but the rate
remains sensitive to V . Similarly, the VBF rate scales
approximately with 4

V /
2

F and the VBF channel pro-
vides more sensitivity to F than the ggF channel does
in this model. Because Eq. (17) contains only 2

F and 2

V ,
this channel is not sensitive to the sign of F or V .

The likelihood scan as a function of V and F is shown
in Fig. 41. Both the observed and expected contours are
shown, and are in good agreement. The relatively low
discrimination among high values of F in the plot is due
to the functional behavior of the total ggF yield. The
product �

ggf · B does not depend on F in the limit where
F � V , so the sensitivity at high F values is driven
by the value of µvbf. The VBF process rapidly vanishes
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TABLE XXVI. Summary of uncertainties on the signal strength µ. The table gives the relative uncertainties for inclusive Higgs
production (left), ggF production (middle), and VBF production (right). For each group separated by a horizontal line, the first
line gives the combined result. The “profiled signal region” indicates the contribution of the uncertainty on the ggF signal yield
to the µvbf measurement and vice versa. The “misid. factor” is the systematic uncertainty related to the W+jets background
estimation. The “Z/�⇤ ! ee, µµ” entry corresponds to uncertainties on the frecoil selection e�ciency for the nj  1 ee/µµ
category. The “muons and electrons” entry includes uncertainties on the lepton energy scale, lepton momentum corrections,
lepton trigger e�ciencies, and lepton isolation e�ciencies. The “jets” uncertainties include the jet energy scale, jet energy
resolution, and the b-tagging e�ciency. Values are quoted assuming mH =125.36GeV. The plot for VBF (third column) has a
di↵erent scale than the the other columns to show the relative uncertainties per column. The entries marked with a dash are
smaller than 0.01 or do not apply.

Observed µ=1.09

Source Error Plot of error
+ � (scaled by 100)

Data statistics 0.16 0.15
Signal regions 0.12 0.12
Profiled control regions 0.10 0.10
Profiled signal regions - - -

MC statistics 0.04 0.04

Theoretical systematics 0.15 0.12
Signal H !WW ⇤ B 0.05 0.04
Signal ggF cross section 0.09 0.07
Signal ggF acceptance 0.05 0.04
Signal VBF cross section 0.01 0.01
Signal VBF acceptance 0.02 0.01
Background WW 0.06 0.06
Background top quark 0.03 0.03
Background misid. factor 0.05 0.05
Others 0.02 0.02

Experimental systematics 0.07 0.06
Background misid. factor 0.03 0.03
Bkg. Z/�⇤ ! ee, µµ 0.02 0.02
Muons and electrons 0.04 0.04
Missing transv. momentum 0.02 0.02
Jets 0.03 0.02
Others 0.03 0.02

Integrated luminosity 0.03 0.03

Total 0.23 0.21
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fraction BH !WW⇤ is proportional to 2

V and inversely
proportional to a linear combination of 2

F and 2

V . This
model assumes that there are no non-SM decay modes,
so the denominator corresponds to the total decay width
in terms of the fermionic and bosonic decay amplitudes.
The formulae, following Ref. [62], are

µ
ggf / 2

F · 2

V

(BH ! f ¯f + BH ! gg)2

F + (BH !V V )2

V

µvbf / 4

V

(BH ! f ¯f + BH ! gg)2

F + (BH !V V )2

V

.

(17)

The small contribution from BH ! �� depends on both F

and V and is not explicitly shown. Because (BH ! f ¯f +
BH ! gg)⇡ 0.75, 2

F is the dominant component of the de-

nominator for 2

F
<⇠ 32

V . As a result, the 2

F dependence
for the ggF process approximately cancels, but the rate
remains sensitive to V . Similarly, the VBF rate scales
approximately with 4

V /
2

F and the VBF channel pro-
vides more sensitivity to F than the ggF channel does
in this model. Because Eq. (17) contains only 2

F and 2

V ,
this channel is not sensitive to the sign of F or V .

The likelihood scan as a function of V and F is shown
in Fig. 41. Both the observed and expected contours are
shown, and are in good agreement. The relatively low
discrimination among high values of F in the plot is due
to the functional behavior of the total ggF yield. The
product �

ggf · B does not depend on F in the limit where
F � V , so the sensitivity at high F values is driven
by the value of µvbf. The VBF process rapidly vanishes

ggF acceptance uncertainty impacts VBF 
at the same level of VBF cross section.

Could be interesting to reduce such 
ucertainty on the long run, when high 
data statistics will be available.



Run-II: JVE extension to ggF bkg in VBF.
(More aestethic than substantial with the first data statistics.)
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✏(a)2 = 1�
�NLO
�3

�NNLO
�2

✏(b)2 = 1�
�NLO
�3

�NLO
�2

✏(c)2 = 1�
�NLO
�3

�LO
�2

+

 
�NLO
�2

�LO
�2

� 1

!
�LO
�3

�LO
�2

not available

available in GoSam [Phys. Lett. B721 (2013)]

available

Most likely σ≥2 @NNLO will not be available, we could try the present approach 
used for 1 jet, using only schemes b) and c).



21

Run-II: full resummed JVE in 1 jet?
(More aestethic than substantial with the first data statistics.)

✏(a)1 = 1�
�NLO
�2

�NNLO
�1

Not available, but part of the NNNLO calculation on σtot that is absolutely needed.
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TABLE XXVI. Summary of uncertainties on the signal strength µ. The table gives the relative uncertainties for inclusive Higgs
production (left), ggF production (middle), and VBF production (right). For each group separated by a horizontal line, the first
line gives the combined result. The “profiled signal region” indicates the contribution of the uncertainty on the ggF signal yield
to the µvbf measurement and vice versa. The “misid. factor” is the systematic uncertainty related to the W+jets background
estimation. The “Z/�⇤ ! ee, µµ” entry corresponds to uncertainties on the frecoil selection e�ciency for the nj  1 ee/µµ
category. The “muons and electrons” entry includes uncertainties on the lepton energy scale, lepton momentum corrections,
lepton trigger e�ciencies, and lepton isolation e�ciencies. The “jets” uncertainties include the jet energy scale, jet energy
resolution, and the b-tagging e�ciency. Values are quoted assuming mH =125.36GeV. The plot for VBF (third column) has a
di↵erent scale than the the other columns to show the relative uncertainties per column. The entries marked with a dash are
smaller than 0.01 or do not apply.
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model assumes that there are no non-SM decay modes,
so the denominator corresponds to the total decay width
in terms of the fermionic and bosonic decay amplitudes.
The formulae, following Ref. [62], are
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The small contribution from BH ! �� depends on both F

and V and is not explicitly shown. Because (BH ! f ¯f +
BH ! gg)⇡ 0.75, 2

F is the dominant component of the de-

nominator for 2

F
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V . As a result, the 2

F dependence
for the ggF process approximately cancels, but the rate
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F and the VBF channel pro-
vides more sensitivity to F than the ggF channel does
in this model. Because Eq. (17) contains only 2
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V ,
this channel is not sensitive to the sign of F or V .

The likelihood scan as a function of V and F is shown
in Fig. 41. Both the observed and expected contours are
shown, and are in good agreement. The relatively low
discrimination among high values of F in the plot is due
to the functional behavior of the total ggF yield. The
product �

ggf · B does not depend on F in the limit where
F � V , so the sensitivity at high F values is driven
by the value of µvbf. The VBF process rapidly vanishes
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TABLE XXVI. Summary of uncertainties on the signal strength µ. The table gives the relative uncertainties for inclusive Higgs
production (left), ggF production (middle), and VBF production (right). For each group separated by a horizontal line, the first
line gives the combined result. The “profiled signal region” indicates the contribution of the uncertainty on the ggF signal yield
to the µvbf measurement and vice versa. The “misid. factor” is the systematic uncertainty related to the W+jets background
estimation. The “Z/�⇤ ! ee, µµ” entry corresponds to uncertainties on the frecoil selection e�ciency for the nj  1 ee/µµ
category. The “muons and electrons” entry includes uncertainties on the lepton energy scale, lepton momentum corrections,
lepton trigger e�ciencies, and lepton isolation e�ciencies. The “jets” uncertainties include the jet energy scale, jet energy
resolution, and the b-tagging e�ciency. Values are quoted assuming mH =125.36GeV. The plot for VBF (third column) has a
di↵erent scale than the the other columns to show the relative uncertainties per column. The entries marked with a dash are
smaller than 0.01 or do not apply.

Observed µ=1.09

Source Error Plot of error
+ � (scaled by 100)

Data statistics 0.16 0.15
Signal regions 0.12 0.12
Profiled control regions 0.10 0.10
Profiled signal regions - - -

MC statistics 0.04 0.04

Theoretical systematics 0.15 0.12
Signal H !WW ⇤ B 0.05 0.04
Signal ggF cross section 0.09 0.07
Signal ggF acceptance 0.05 0.04
Signal VBF cross section 0.01 0.01
Signal VBF acceptance 0.02 0.01
Background WW 0.06 0.06
Background top quark 0.03 0.03
Background misid. factor 0.05 0.05
Others 0.02 0.02

Experimental systematics 0.07 0.06
Background misid. factor 0.03 0.03
Bkg. Z/�⇤ ! ee, µµ 0.02 0.02
Muons and electrons 0.04 0.04
Missing transv. momentum 0.02 0.02
Jets 0.03 0.02
Others 0.03 0.02

Integrated luminosity 0.03 0.03

Total 0.23 0.21

-30 -15 0 15 30

Observed µggF =1.02

Error Plot of error
+ � (scaled by 100)

0.19 0.19
0.14 0.14
0.12 0.12
0.03 0.03

0.06 0.06

0.19 0.16
0.05 0.03
0.13 0.09
0.06 0.05
- - -
- - -

0.08 0.08
0.04 0.04
0.06 0.06
0.02 0.02

0.08 0.08
0.04 0.04
0.03 0.03
0.05 0.04
0.02 0.01
0.03 0.03
0.03 0.03

0.03 0.02

0.29 0.26

-30 -15 0 15 30

Observed µvbf =1.27

Error Plot of error
+ � (scaled by 100)

0.44 0.40
0.38 0.35
0.21 0.18
0.09 0.08

0.05 0.05

0.22 0.15
0.07 0.04
0.03 0.03
0.07 0.07
0.07 0.04
0.15 0.08
0.07 0.07
0.06 0.06
0.02 0.02
0.03 0.03

0.18 0.14
0.02 0.01
0.01 0.01
0.03 0.02
0.05 0.05
0.15 0.11
0.06 0.06

0.05 0.03

0.53 0.45
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fraction BH !WW⇤ is proportional to 2

V and inversely
proportional to a linear combination of 2

F and 2

V . This
model assumes that there are no non-SM decay modes,
so the denominator corresponds to the total decay width
in terms of the fermionic and bosonic decay amplitudes.
The formulae, following Ref. [62], are

µ
ggf / 2

F · 2

V

(BH ! f ¯f + BH ! gg)2

F + (BH !V V )2

V

µvbf / 4

V

(BH ! f ¯f + BH ! gg)2

F + (BH !V V )2

V

.

(17)

The small contribution from BH ! �� depends on both F

and V and is not explicitly shown. Because (BH ! f ¯f +
BH ! gg)⇡ 0.75, 2

F is the dominant component of the de-

nominator for 2

F
<⇠ 32

V . As a result, the 2

F dependence
for the ggF process approximately cancels, but the rate
remains sensitive to V . Similarly, the VBF rate scales
approximately with 4

V /
2

F and the VBF channel pro-
vides more sensitivity to F than the ggF channel does
in this model. Because Eq. (17) contains only 2

F and 2

V ,
this channel is not sensitive to the sign of F or V .

The likelihood scan as a function of V and F is shown
in Fig. 41. Both the observed and expected contours are
shown, and are in good agreement. The relatively low
discrimination among high values of F in the plot is due
to the functional behavior of the total ggF yield. The
product �

ggf · B does not depend on F in the limit where
F � V , so the sensitivity at high F values is driven
by the value of µvbf. The VBF process rapidly vanishes

Prelminary estimates: Petriello, arXiv:1302.6216    [gg only, 1 jet NNLO]

Missing element.
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Run-II: going beyond S&T and JVE.

From the correlation point of view:

S&T:  uncertainties on σ≥N are uncorrelated.
JVE: uncertainties on σ≥0, ε0 and ε1 are uncorrelated.

Both of them are reasonable and unjustified at the same time.
Attempt to attack the correlation problem (R. Boughezal et al., arXiv:1312.4535) 

The yield uncertainties described by Cy are fully correlated between all jet bins,

Cy({�0, �1, ��2}) =

0
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where �y
0, �

y
1, and �y

�2 are the yield uncertainties for each jet bin. The migration uncer-

tainties are

Ccut({�0, �1, ��2}) =

0
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A priori, the migration uncertainties �0 cut of the 0-jet boundary and �1 cut of the 1-jet

boundary can have a nontrivial correlation, which is encoded in the additional parameter

C01 cut. The structure of Ccut is fixed by the requirement that in the sum �1 + �
�2 any

dependence on the 1-jet boundary must drop out, while in the sum �0 + �1 any dependence

on the 0-jet boundary must drop out. Together this automatically implies that in the total

cross section any migration uncertainties drop out as they must, i.e., all elements of Ccut

must sum to zero.

B. Fixed-Order Predictions

At fixed order, a direct scale variation is typically used, where the renormalization and

factorization scales are varied around central values. Using a common (correlated) scale

variation for all jet bins amounts to setting �i cut = 0 and �y
i = �FO

i . However, this can

lead to artificial cancellations in exclusive cross sections in the regime where the logarithmic

corrections are not small and the migration uncertainties cannot be neglected [6].

One method to ameliorate this cancellation and obtain a more reliable uncertainty es-

timate in exclusive jet bins is to explicitly take into account an estimate of the migration

uncertainty using the ansatz

�y
N = �FO

�N , �y
�N+1 = 0 , �N cut = �FO

�N+1 , (7)

where the uncertainties �FO
�N+1 in the inclusive cross sections are determined by the usual

direct scale variation. This so-called “ST method” was proposed in Ref. [6], and has been

adopted in various exclusive analyses at the LHC and Tevatron including the ATLAS and

CMS Higgs analyses. An alternative approach, the “e�ciency method”, was proposed in

Ref. [25].
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A priori, the migration uncertainties �0 cut of the 0-jet boundary and �1 cut of the 1-jet

boundary can have a nontrivial correlation, which is encoded in the additional parameter

C01 cut. The structure of Ccut is fixed by the requirement that in the sum �1 + �
�2 any

dependence on the 1-jet boundary must drop out, while in the sum �0 + �1 any dependence

on the 0-jet boundary must drop out. Together this automatically implies that in the total

cross section any migration uncertainties drop out as they must, i.e., all elements of Ccut

must sum to zero.

B. Fixed-Order Predictions

At fixed order, a direct scale variation is typically used, where the renormalization and

factorization scales are varied around central values. Using a common (correlated) scale

variation for all jet bins amounts to setting �i cut = 0 and �y
i = �FO

i . However, this can

lead to artificial cancellations in exclusive cross sections in the regime where the logarithmic

corrections are not small and the migration uncertainties cannot be neglected [6].

One method to ameliorate this cancellation and obtain a more reliable uncertainty es-

timate in exclusive jet bins is to explicitly take into account an estimate of the migration

uncertainty using the ansatz

�y
N = �FO

�N , �y
�N+1 = 0 , �N cut = �FO

�N+1 , (7)

where the uncertainties �FO
�N+1 in the inclusive cross sections are determined by the usual

direct scale variation. This so-called “ST method” was proposed in Ref. [6], and has been

adopted in various exclusive analyses at the LHC and Tevatron including the ATLAS and

CMS Higgs analyses. An alternative approach, the “e�ciency method”, was proposed in

Ref. [25].

5

yield uncertainties, uncorrelated.

N →N+1 migrations
they sum up to zero in the total cross section.



1 jet resummation.
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Together with the 1 jet bin resummation could become the basis for Run-II. 

Problem of resummation in 1 jet:
3 scales problem: pTcut, pTJ, mH
resummation works typically with 2 scales:
can resum only one log(pT/mH).

Resummation performed in the pTj  > mH case
[X. Liu, F. Petriello, Phys. Rev. D87, 094027 (2013)]

Partial resummation available in 1312.4535
Need to come to an agreement on the 
usability of such results in the next year.

i JVE 1312.4535

0 14% 10%
1 25% 16%
≥2 39% 17%

The gain is numerically 
important. Need to 

follow up in next months.



Using just MC?
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2.3 Powheg-BOX NNLOPS Prediction DRAFT

for the discussed samples. Here, the jets are selected following the criteria described in Section 2.2. This131

figure and all other figures in this section were made using Rivet v2.2.0 [17].132

In Fig. 2 the normalized di↵erential cross sections are shown for the same properties. The scale choice in133

the MiNLO prediction influences the shape of the transverse momentum distribution of the Higgs boson134

and the jets as well as of the distribution of the number of jets.135

Furthermore, the first and second jet veto e�ciencies, ✏0 and ✏1, are shown as a function of pcut
T in Fig. 2.136

The jet veto e�ciencies are the e�ciencies after requiring zero jets in the event (✏0) or after requiring no137

more than one jet in the event (✏1). They are given by the fraction of the exclusive cross section in events138

with zero (one) jet over the total inclusive cross section �total and are defined as follows:139

✏0(pcut
T ) =

�0(pcut
T )

�total
(1)

✏1(pcut
T ) =

�1(pcut
T )

�total(1 � ✏0(psel
T ))

(2)

where �0(pcut
T ) is the exclusive cross section with a veto on jets with pT > pcut

T , and �1(pcut
T ) is the140

exclusive cross section with a veto on additional jets with pT > pcut
T given that there is already a jet with141

pT > psel
T . Here, psel

T is chosen to be 30 GeV.142

In Tables 3 and 4 the resulting uncertainties from the scale variations for di↵erent cut scenarios are shown.143

Table 3 takes into account the normalization uncertainty arising from the NNLO cross section calculation144

as well as the uncertainties arising from the di↵erent cut e�ciencies for each scale variation. In Table 4145

only the e↵ect from the di↵erent cut e�ciencies is shown.146

Table 3: Uncertainties in percent due to di↵erent scale choices evaluated for di↵erent cut scenarios with the Powheg
NNLOPS samples. The uncertainties include normalization and shape e↵ects.

Scale Variation no cut 0 jets � 1 jet 1 jet � 2 jets pT(H) < 20 GeV pT(H) > 100 GeV

µ(NNLO)
0.5 · mH 10% 12% 8% 9% 6% 12% 4%
2 · mH -10% -11% -7% -7% -4% -12% -4%
µ(MINLO)
0.5 · µdef. (MINLO) ⇠0.0% -4% 8% 7% 12% -3% 18%
2 · µdef. (MINLO) ⇠0.0% 4% -8% -6% -12% 6% 16%

Table 4: Uncertainties in percent due to di↵erent scale choices evaluated for di↵erent cut scenarios with the Powheg
NNLOPS samples. The uncertainties include only shape e↵ects.

Scale Variation 0 jets � 1 jet 1 jet � 2 jets pT(H) < 20 GeV pT(H) > 100 GeV

µ(NNLO)
0.5 · mH 1% -2% -2% -4% 2% -6%
2 · mH -2% 4% 3% 6% -2% -7%
µ(MINLO)
0.5 · µdef. (MINLO) -4% 8% 7% 12% -3% 18%
2 · µdef. (MINLO) 4% -8% -6% -12% 6% 16%

17th December 2014 – 01:13 6

i JVE 1312.4535

0 14% 10%
1 25% 16%
≥2 39% 17%

ATLAS (going to be made public)

Using MINLO (with quadratic sum) could give 
uncertinties of the same size of the new 

resummed approach.

Confirmation that this is the good direction?
Need to check with uncorrelated μR, μF scale 

variations.



Conclusions.
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•  Jet acceptance uncertainty quite sub-dominant, at this point, both in ggF and VBF 
channels using the most recent developments;

• Jet-bin uncertainties can become relevant if the total cross section uncertainties will be 
reduced (both scale using NNNLO and PDFs);

• At the end of Run-II we could have enough statistics for which it would be needed to 
reduce the present level of uncertainties,  need to work in the next year through the new 
proposal on resummation and the use of 3j NLO, now available calculations.


