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Fig. 2. Example of the data fitting, fitted curve
(polynomial with degree m) to February 2008
Module 1 (left) data and Module 3 (right) data.
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Fig. 5. Normalized CPU time per site and per LHC VO
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The information transfer is secured by one Gigabit
o Ethernet (GbE) in each machine, while every module 1. USCMS-FNAL-WC1-CE 5367 192
connect to the main Backbone Ethernet switch via 2. FZK-LCG2 3795 800
£, four-ports GbE trunk, so aggregated in-between 3. GRIF 3020511
1+ modules rate was upgraded up to 4 Gbps.
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Fig. 3. Comparison of former efficiencies of Modules 1 7.  TRIUMF-LCG2 2408 040 EGEEand 0SG
and 3 (arrows) with NOV’'07 TOP500 data (histograms) 8. GLOW 2317 754 sites
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Fig. 6. List of top sites sorted by normalized CPU time.
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CONCLUSIONS

The highest measured performance of the CICC cluster
provided entries to the Top50:

- 12" rank within the 7" edition SEP'07,

- 234 rank within the 8" edition MAR'08,

- 24" rank within the 9" edition SEP'08.

Fig. 4. Comparison of the last and present efficiencies
of Modules 1 to 3 (arrows) with JUN'08 TOP500 data
(histograms)

We have found that low cost improvements of the hardware
connections resulted in substantial gains concerning the
latency decrease and the consistent data handling to/from the
associated mass storage peripherals. The increase of the
RAM/core also resulted in sensible performance gains too.
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Module 1  Gigabit Ethernet 2553.6 1325.0 0.528 0.44 With these improvements, the efficiency of the high
Module 2 Gigabit Ethernet 2553.6 1414.0  0.554 - performance computing done on each of the three
P— homogeneous modules of the LIT-JINR cluster stays at the &
Module 3 Gigabit Ethernet 960 598.4 0.623 - upper end of the reported statistics on the TOP500 [4] data. TexywmR pedTHHr
InfiniBand 960 757.5 0.797 0.713 Therefore, the home made free software installation is peane 123
istent with the simil k: Idwide. pr—
Sum  GigabitEthemmet 60672 3374 - - consisent it he simia works worlide O e
CICC Cluster Gigabit Ethernet 6067.2 2982.0 0.491 0.44 As it concerns the efficiency of the distributed computing of g > - - —

interest in Grid data analyses, it also benefited from these
additions since the improved rack interconnect is
straightforwardly reflected in the speed of this kind of
computations.

Table 2. Table of the current results.

Fig. 7. Entries of the CICC cluster to the Top50 (in Russian)

XIl International Workshop on Advanced Computing and Analysis Techniques in Physics Research, 3-7 NOV 2008 Erice, Sicily (Italia)



	Слайд номер 1

