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ctor Control System

ponsible for safe and reliable operatio
experiment
esigned to operate autonomously

Wherever possible, based on industrial standar
and components

Built in collaboration with ALICE institutes and
ERN JCOP

erated by a single operator



ALICE DCS ARCHITECTURE
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20 autonomous
detector systems

100 WINCC OA
systems

>100 subsystems

Devices

Front-End

Low Voltage

Devices with similar functionality are grouped into
subsystems. About 100 different subsystems are
implemented in ALICE. .
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270 crates

1 000 000
supervised

Beam Pipe

Environment
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1200 network
attached devices

>700 embedded
computers

170 control
computers

200 000 OPC items

100 000 frontend
services




he DCS data flo

300 000 values/s
Read by software

[ 3000 values/s

Injected into PVSS ] 1000 values/s
Written to ORACLE

>200 values/s
Sent to consumers
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CS Architecture

User Interface
Layer

Intuitive human
interface

Operations Layer

Hierarchy and
partitioning by FSM

Controls Layer

Core SCADA based
on WINCC OA

Device abstraction

Layer (

OPC and FED servers

Field Layer

DCS devices

Field Layer

User Interface

Device abstraction



DCS CONTROLS LAYER




Control

Core of the Control Layer runs on WINCC OA SCADA
system
Single WINCC OA system is composed of managers

Driver Driver

A 4 A 4

Low level device drivers are interfaced to WINCC OA

Driver Driver
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Physical devices



Control

Control

Driver Driver

* Several WINCC OA systems can be connected into one
distributed system

2700 managers

100 WINCC OA
systems

ALICE DCS:




An autonomous distributed system is created for each
detector




Central systems connect to all detector systems
ALICE controls layer is built as a distributed system
consisting of autonomous distributed systems




‘illegal’ connection
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Overview of DIST connections  v1.00.01

Refresh

* To avoid inter-system dependencies, connections
between detectors are not permitted
* Central systems collect required information and re-
distribute them to other systems
* New parameters added on request
* System cross connections are monitored and anomalies
are addressed
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Worker nodes
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DB servers

ORACLE size:
54TB

Central DCS cluster consists of ~170 servers

Managed by central team
Worker nodes for WINCC OA and Frontend

services
ORACLE database

Storage
IT infrastructure
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" DCS serves as a communication

exchange point: Outbound.....
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DCS FIELD LAYER
HE POWER OF STANDARDIZA




CS Architecture

User Interface Intuitive human

Layer interface User Interface

Hierarchy and

N o
perations Layer partitioning by FSM

Core SCADA based
on WINCC OA

Controls Layer

Device abstraction

Layer b OPC and FED servers

1 DCS devices

Device abstraction

Field Layer



Wherever possible, standardized components are

used
* Commercial products
* CERN-made devices




*  Frontend electronics
* Unique for each detector
* Large diversity, multiple buses and
communication channels
* Several technologies used within the same
detector
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e OPC used as a communication standard
wherever possible
* Native client embedded in WINCC OA
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OPC .NET
Batch
Commands
Common
Complex Data
Data eXchange
Security
XML Data Access
Categories
Application Case Studies
Compliance
Core Components
NET API
Presentations
Redistributables
Sample Code
SDKs
Specifications
Unified Architecture

y ]
I 0N

Downloads
Category: Specifications

The Iteraperability Standard for Industrial Automation & Related Damains™

Ll

3 stemap HE

Filter By Title W Filter |None W
Filter By Status ~/ Filter |Current v
62 rows found
Title

FDI Usability Style Guide Draft
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OPC UA Part 7 - Profiles 1.02 Specification

OPC UA for ISA-95 Common Object Model

OPC UA Part 2 - Security Model 1.02 Specification
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200 000 OPC items
in ALICE

Device Driver

Standardized interface




Missing standard for custom devices

OPC to heavy to be developed and maintained by
institutes

Frontend drivers often scattered across hundreds
of embedded computers (Arm Linux)
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Filling the gap

PVSS

FED (DIM) CLIENT
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FED (DIM) SERVER

Device Driver Device Driver

(Custom) interface

(Custom) interface

Custom Device Custom Device




Generic FED architecture

Generic client implemented as PVSS manager
E E E A
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Communication interface with standardized
: DIM Server
commands and services

Device/specific layer providing high-level Custom logic
functionality (i.e. Configure, reset...)




2 layers
— 2.5and 7 cm away from beam

10 000 000 pixels bump-bonded to 1200
readout chips

Power dissipation 1.3kW

— Total thickness of pixel assembly
(200+150)um

— 19C/s increase in case of cooling failure
e Less than 1min contingency!

Reliable frontend control is essential!

External chain

Zif connector

Pixel Bus




DIM Server

Custom logic




ALICE Transition Radiation Detector (TRD)

.....

% 1 of 655000 MCMs

B "Wu ”*55

® > 500 drift chambers, 760 m?

®28 m3 Xe based gas mixture

©1.2M electronics channels
*65000 MCM DCS control board (~750 used in ALICE)
©250 000 tracklet processors
©17TB/s raw data

©89 LV Power supplies
® ~65 kW heat

Readout boards




TRD FED Implementation
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500 FEE servers

Data
Sync

< Commands
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2 FED servers

DIM Server

Custom logic

DCS control board (~750 used in ALICE)

(Intercom)
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DCS OPERATION LAYER




Hierarchical approach

-------------------------------------
control

Detector

Based on CERN toolkit (SMI++)

Each node modelled as FSM

Subsystem

Integrated with WINCC OA

(simplified) TOP LEVEL

FSM
GO_BT
/- 5TB RESET
Moving
BT GO_STB ERR
BEAM %
CSE Tuning
SINGLE CHANNEL FSM
Moving Moving
Ready BT
CONFIGURE
CFa
GO_OF ERR ‘\

=\,

GO_ON STB

RAMP
DWN

ON
GO_S5TB




SM hierarchy

1 top DCS
node

18 detector
nodes

100
subsystems

5000 logical
devices

10000 leaves




Partitioning

Single operator controls

ALICE

0 Failing part is removed
from hierarchy
N Remote expert
operates excluded part

 ALICE is primary interested in ion physics N

 During the LHC operation with protons, there is
small room for developments and improvements

- Partitioning is used by experts toallowfor @ §©

parallel operation

X




DCS USER INTERFACE LAYER




CS Architecture

User Interface
Layer

Intuitive human
interface

Operations Layer

Hierarchy and
partitioning by FSM

Controls Layer

Core SCADA based
on WINCC OA

Device abstraction

Layer (

OPC and FED servers

Field Layer

DCS devices

Field Layer

User Interface

Device abstraction



The original simple FSM layout got complex with time

GO_STANDBY GO_OFF
EOR(run, e,run_no) M~ < CONFIGURE (run_mode)
ACKiRUT\EEAILUﬁE) > ,* 7] EOR(run_type,run_no) EOR(run_type,run_no)
= OFF ACK_RUN_FAILURE ACK_RUN_FAILURE
/1
MIXED f
CALIBRATE ;
CONFIGURE (run_mode) /
GO_STANDBY =
GO_BEAM_TUN
EOR(run_type,run_no) ~ — _| EOR(run_type,run_n
ACK_RUN_FAILURE ACK_RUN_FAILURE

Potential risk of human errors in operation

N CALIBRATE
Y CALIBRATING CONFIGURE (run_mode)
GO_STBY_CONF
g GO_READY
¢ | EOR(run_type,run_no)
/| ACK_RUN_FAILURE
1 RUN_INHIBIT
1 RUN_ALLOW
*|  BEAM_TUNING |
1 = 0 le
MOVING_READY S _ - MOVING_BEAM_TUN
-
S~ S DOWNLOADING CALIBRATING Pid
1
t p— pp——
CALIBRATE S ~~- e
CONFIGURE(run_mode) |~~~ _ _ _| EOR(run_typerun_no) | __-="
GO_STBY_CONF ACK_RUN_FAILURE
GO_BEAM_TUN

EOR(run_type,run_no)
SOR(run_type,run_no)
ACK_RUN_FAILURE
RUN_INHIBIT
RUN_ALLOW

A set of intuitive panels and embedded procedures
replaced the direct FSM operation




3 _QuickTest_ ALICE.pnl (Alice3D - Alice3D; #1)
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DCS and O2 project

» The overall DCS architecture will not
significantly change for RUN3

Flexible design allows for implementation of new
requirements

Distributed system provides enough flexibility and
Is scalable

» Major modifications:

DDL3 will be used to carry DCS data between the
DCS and detector readout electronics

DCS conditions need to be published to O2
continuously (present shuttle mechanism cannot
be used)



'DAQ+DCS proposal of sharing DDL3

NInG

A

Detector
Readout
Electronic

SIEMENS

data taking in progress...

: DCS , DCS .
Physics DATA | >-> | Physics DATA | -5 | Physics DATA>

The same physical link will be shared between the 2 data traffics:
« 999 PHYSICS data
* 19% or less, DCS monitoring data

The same infrastructure can be used to send configuration data
from DCS to readout electronics



DAQ+DCS DDL3 sharing proof of concept.

Example stripped DCS data from DAQ stream
and injected it into WINCC OA system

Module Panel Scale Help

ol ec@mal@dcs «ola i & 1a s o

& DAQ TEST

VOLTAGE 1 TEMPERATURE 1

-

1 [«
LDC name
haost

alonelde
pcaldref 21

(@ pman ' ashoam Current Trigger rate 130929 667
VOLIAGE = TE'\jPERAmRE 2_| Average Trigger rate 168553379
' Murnber of sub-events  [404811372
Sub-event rate 13820
L A T S A S N I L FE B
11:25:20 A 11:25:00 AM 11:29:4 @ 11:25.00 AM  11:29:00 AM 11:30:01 Eub_eyentg rg:grdgj 4[}491 1355
TEMPERATURE 3
- o — Sub-event recorded rate  |13829
O Bytes injected 5444452221 744
. IR B i e Byte injected rate 1.227 GB/fs
11:28:20 AM 11:29:20 AM o -9‘-—" 11:28:00 AM 11:29:00 AM
Bytes recorded Ad444 61 51 6844
1.227 GB/fs

wio HLT decision

~1000 MB/s

rmem allocation failed

average time bmAllocate

0

0

').ALICE 02 October, 17 2014 | Filippo Costa
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How to get the DCS Data to
02?

O2 requires a block of DCS conditions to be

updated every 100ms

DCS readout is in average much slower

Most condition parameters change at much slower
rates

Strategy:

read all conditions and store them in a memory block
Update only values which changed

DCS Data Collector will find data in the
distributed system and keep updating the

process image



Hardware Architecture — DCS will interface to
02 in standard way

—> ITS A—> FLP —F—>
~ 2500 DDL3s 2x10 or
in total 40 Gb/s
L > TPC 2L s fgp —>
10 Gb/s
> TRD 4f—> FLP —>
L > EMC ~—> FLP —>
Farm
—>  PHO A—> FLP ——> Network
TOE —> FLP —>
DCS 4—3 FLP >
Lo -
&= FTP —> FLP —>
~ 250 FLPs p,

Trigger Detectors

First Level Processors

10 Gb/s
—+> EPN —

—> EPN —>

—> EPN —

—> EPN —>

~ 1250 EPNs .
Event Processing Nodes

Storage
Network

V.

> Data
Storage

- Data
Storage



epending on requirements, DCS data can be co
various stages of processing

OPC OPC
‘ Server Client ORACLE
Faster

Slower
Less data
Calibrated, smoothe

But not complete
Certain values need to
pply calibration in WINCC

Data
Collector



S data collect
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Data Collector performance

02 expects about 100 000 conditions
parameters to be handled by the data
collector

The parameters are distributed across ~100
systems

Present tests suggest, that a manager hooked
on the EM will handle the data with sufficient
margin

DIM seems to be a good choice for the transfer
protocol



Fast-changing parameters

Most of conditions change slowly during the
run

Certain values (like current spikes) could be
too fast for standard processing

These are not even spotted by the power supplies
due to internal readout latency

Fast changes with importance for
reconstruction will be detected by auxiliary
devices and transmitted directly to the data

collector
Current example: fast TPC chamber currents
monitoring based on PLC



' DCS data collector
o

m
Process
Image
mmmmmmm




' DCS data collector




DCS-02 interface status

Realistic data simulator contains now ~75 000
values

Real replica of RUN2 conditions data

For each parameter a realistic value with typical update
frequency and fluctuation is simulated

First prototype of data collector plugin is being
developed and evaluated

Fast values readout based on PLC being
installed for ALICE TPC
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Workshop organized by ALICE DCS team in Kosice 25-26 November 2014

Participation:

- 12 colleagues from Technical University of Kosice and Slovak Academy of
Sciences (Institute of Experimental Physics)

- 4 colleagues from CERN

Topics covered:

- General DCS overview

- Computing organization and rules

- WINCC OA and JCOP framework (presentation and hands-on sessions)
- DCS architecture for ALICE SSD, SDD and SPD

- DCS requirements for new ITS

- DCS and the O2 project

- DCS — OFFLINE interfaces (review of tools developed at the Technical
University)



Workshop outcome

As a result of the workshop, the joint team of the Technical
University and Academy of Sciences expressed its interest in
participation in the DCS project for the new ALICE ITS

The Slovak team is proposing to take the responsibility for all
software components of the new ITS controls system

The Central DCS team of ALICE welcomes this initiative and is
happy to provide guidance and support for the new
developments

Short term plan — setup a DCS for the tests of new modules

Developed components will be used as prototypes for the new DCS
and will be released as an ALICE framework to other detectors



ork is in progress




