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Outline

● Issue Tracking service

● Version Control services
– SVN

– GIT

● Code Review & Continuous Integration 
– GitLab

– Jenkins

– CERNforge

● Web documentation
– TWiki service 

● Questions

Outline
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OutlineIssue Tracking Service 
Jira

● Atlassian product
– Track issues

● Internal team organization
● Collecting requests

● http://cern.ch/its

http://cern.ch/its
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Outline

● Two Central instances for most needs

● 3 production private instances, for people with special needs
– One instance recently migrated to the central instance

● Migration of JIRA projects can be very expensive if customized...

● Savannah migrated to JIRA last year 

● All JIRA instances running on Puppet managed Opentstack 
VMs (Agile Infrastructure)
– SSO, E-groups integration

– Interface to VCS (Git, SVN...)

– Fisheye and Crucible, code review and create issues in JIRA
● We observe scalability issues and administrative overhead

Issue Tracking Service – CERN setup
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OutlineIssue Tracking Service - usage
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Version Control Services in use at CERN

● Central SVN service

– Access control, CERN accounts, e-groups

● Central Git service 

– Access control, CERN accounts, e-groups

● Github

– Nowadays de-facto standard for Open Source projects with external partners

– Some projects mirror their repos at CERN

● Other private installations

– Git, SVN, Stash etc

• Smaller groups with specific needs (and system resources)

• Should not be visible on the Internet



8

SVN Service

● Centralized VCS for CERN

– Consolidating the service (learning from GIT)

– ~2600 projects ~350 active

– Migrated to Puppet managed infrastructure and SLC6 in autumn

– Stable SVN service – no major changes foreseen

• Need to address the Trac use and alternatives (JIRA...)
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GIT
● Started 2013

● Gitolite + Gitweb

– High growth

– Software, Puppet manifests etc

– ~1400 projects

GIT Service
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Current situation 

● We've got the Issue Tracker and the VCS but...

– Anybody to check your fix?

– Do I decide to push it to production?

– Not only me working on this... merge conflict...

– “It worked for me. Don't know why even the coffee machine stopped 
working after deploying”

Current situation
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What we want to provide 

● Complement Version Control Services with new 
features to help developers implement software 
development best practices

– Encourage collaboration by enabling project forks and merge requests

– Associate code changes with an Issue Tracking System ticket 

– Provide code review features to help improve code quality

– Make it easier to run tests with Continuous Integration platforms

– Provide a central place to review code and test results, discuss and take 
decision whether to merge code

– Better defined roles within a project

What we should provide
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Solutions 

● Issue Tracking + Collaboration + Code Review + CI

– Get your task

– Submit the fix

– Verify/Test/Integrate

– Approve

Proposal
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SERVICE/
SOFTWARE/

PROJECT

Report/Track

Review /
Merge Request Ok?

Test

Proposal
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● On-premise “GitHub-like” application
– Personal/Group projects

– Open source 

● Community Edition (Gitlab CE) for free

● Licensed Enterprise Edition (Gitlab EE) with more features (notably LDAP 
integration)

– Downgrade to Community Edition possible

● Pilot service since mid 2014

– Gathering of requirements

– Evolution of GitLab from upstream

– Positive feedback from CERN IT-Dept and experiments

– Better user experience compared with FishEye

• Pilot: http://twiki.cern.ch/IT/GitLab

• http://gitlab.cern.ch

GitLab

http://twiki.cern.ch/IT/GitLab
http://gitlab.cern.ch/
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GitLab
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● Service roll out in the next days

– SSO integration done at CERN

– E-groups via LDAP (part of Gitlab EE)

● Primary use case where access control and CERN 
hosting is required

– IT Configuration Mgmt team (Puppet) plans to use Gitlab

– Open for general users

● Gradual replacement of Gitolite-based Git service

– Pace of replacement and service evolution depends on 
upcoming experience and user demand

Gitlab – next steps
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Jenkins

● CI: Software change introduced...

– Validate, compile, test, package, deploy....

● JENKINS is a widely used Open Source CI package

– Already in use by several groups at CERN

– PaaS manner - templates

● Integration with GitLab and Jira

– Merge request automatically tested

– Report to Jira status of operation

● Look at lightweight alternatives for small projects

– Gitlab CI

– External services like drone.io

Continous Integration 
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CERNforge
CERNforge

● How do admins/managers/users handle all this?

– Request

– Manage

– Administer
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Jenkins

● TWiki offered as a Wiki service since 2004 and widely 
used by LHC experiments and CERN users.

– 160k topics (web pages)

– ~1 M monthly topic views

– ~40 k monthly topic updates

● Now running TWiki 6.0.1.

– Migrated to Puppet-managed Openstack VM cluster last autumn

– LDAP integration for users and e-groups deployed early 2014

● Usage no longer growing, but stable at a high level

– Other web offerings like Drupal and Gitdoc used for formal service 
documentation

– Keeping an eye on Wiki alternatives such as Foswiki

– See also talk on CERN web services by Andreas Wagner

Collaborative web documentation - TWiki
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Jenkins

     Questions?
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