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• Goals:  
– Find and isolate “network” problems; alerting in time 
– Characterize network use (base-lining)  
– Provide a source of network metrics for higher level services 

• Choice of a standard open source tool: perfSONAR 
– Benefiting from the R&E community consensus  

• Tasks achieved by the perfSONAR TF: 
– Get monitoring in place to create a baseline of the current 

situation between sites  
– Continuous measurements to track the network, alerting on 

problems as they develop  
– Develop test coverage and make it possible to run “on-

demand” tests to quickly isolate problems and identify 
problematic links  
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• Started in May 2015, bringing together network and 
transfer experts 

• Follows up on the perfSONAR TF goals 
• Mandate 

– Ensure all relevant network and transfer metrics are 
identified, collected and published 

– Ensure sites and experiments can better understand and fix 
networking issues 

– Enable use of network-aware tools to improve transfer 
efficiency and optimize experiment workflows 

• Membership 
– WLCG perSONAR support unit (regional experts), WLCG 

experiments, FTS, Panda, PhEDEx, FAX, Network experts 
(ESNet, LHCOPN, LHCONE) 
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• Objectives 
– Coordinate commissioning and maintenance of WLCG 

network monitoring 
• Finalize perfSONAR deployment 
• Ensure all links continue to be monitored and sites stay correctly configured 
• Verify coverage and optimize test parameters 

– Identify and continuously make available relevant transfer 
and network metrics 

– Document metrics and their use  
– Facilitate their integration in the middleware and/or 

experiment tool chain 

• Since inception, main focus was to finalize deployment 
and commissioning, extend the infrastructure, but also 
to jump start common projects with network and 
transfer metrics 
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perfSONAR Deployment 

• Initial deployment coordinated by WLCG perfSONAR TF 

• Commissioning of the network followed by WLCG Network and Transfer 
Metrics WG 
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• Tests are organized in meshes – set of instances that test to each other 
• perfSONAR regular tests currently configured  

– Traceroute: End to end path, important to understand context of other metrics 
(Full WLCG mesh/hour) 

– Throughput: Notice problems and debug network, also help differentiate server 
problems from path problems (Full WLCG mesh/week) 

– Latency: Notice route changes, asymmetric routes and watch for excessive 
Packet Loss (Regional meshes, Continuous, 10Hz) 

• perfSONAR is a testing framework, new tests and tools can be integrated as 
they become available 
– From iperf to iperf3, traceroute to tracepath 

• Dynamic reconfigurations now possible  
– Creation, modification of meshes 
– Test frequency and parameters 

• Additional perfSONAR nodes inside local network, and/or at periphery still 
needed (on LHCONE: MANLAN, WIX, GEANT) 
– Characterize local performance and internal packet loss 
– Separate WAN performance from internal performance 
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Configuration Interface 
• perfSONAR instance can participate in more than one mesh 
• Configuration interface and auto-URL enables dynamic re-

configuration of the entire perfSONAR network  
 

perfSONAR instance only needs to be 
configured once, with an auto-URL 
(http://myosg.grid.iu.edu/pfmesh/hos
tname/<node_id>) 
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• Based on OMD/check_mk and MadDash 
• MadDash developed as part of perfSONAR – 1.2 version 

released recently 
• OMD/check_mk extended to cover WLCG perfSONAR needs 
• Developed bootstrapping and auto-configuration scripts 

– Synchronized with GOCDB/OIM and OSG configuration interface 

• Packaged and deployed in OSG 
• Developed new plugins - core functionality 

– Toolkit Version, Regular Testing, NTP, Mesh configuration, Esmond 
(MA), Homepage, Contacts 

– Updated to perfSONAR 3.4  information API/JSON  

• High level functionality plugins 
– Esmond freshness – checks if perfSONAR node’s local MA 

contains measurements it was configured to perform 
– Extremely useful during commissioning 
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• Auto-summaries are 
available per mesh 

• Service summaries 
per metric type  
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• All perfSONAR metrics should be collected into the OSG 
network datastore 
– This is an Esmond datastore from perfSONAR 

(postgresql+cassandra backends) 
– Loaded via RSV probes; currently one probe per perfSONAR 

instance every 15 minutes.   

• Validation and testing ongoing in OSG 
– Plan is to have it production ready by Q3 

• Datastore on psds.grid.iu.edu 
– JSON at 

http://psds.grid.iu.edu/esmond/perfsonar/archive/?format=json  
– Python API at 

http://software.es.net/esmond/perfsonar_client.html 
– Perl API at https://code.google.com/p/perfsonar-

ps/wiki/MeasurementArchivePerlAPI  
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• Goal 
– Provide platform to integrate network and transfer metrics 
– Enable network-aware tools (see ANSE http://cern.ch/go/M9Sj) 

• Network resource allocation along CPU and storage 
• Bandwidth reservation 
• Create custom topology  

• Plan  
– Provide latency and trace routes and test how they can be 

integrated with throughput from transfer systems 
– Provide mapping between sites/storages and sonars 
– Uniform access to the network monitoring 

• Pilot projects 
– FTS performance – adding latency and routing to the optimizer 
– Experiment’s interface to datastore  
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• Aim 
– Develop publish/subscribe interface to perfSONAR  
– Enable possibility to subscribe to different events (filter) and support 

different clients - integration via messaging, streaming data via 
topic/queue 

– Provide mapping/translation btw sonar infrastructure and experiment’s 
topology 

• Components 
• esmond2mq – prototype already exists 

– Retrieves all data (meta+raw) from esmond depending on existing mesh 
configs 

– Publishes to a topic 

• Proximity/topology service 
– Handle mapping/translation of services (service to service; storage to 

sonar), service to site (sonar to site) 
– Test different algorithms (site mapping, traceroutes, geoip) 
– Evaluate if existing tools can be reused for this purpose  
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Proposed Extension 



Network Monitoring and Metrics WG 

Meeting 
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• perfSONAR widely deployed and already showing benefits in 
troubleshooting network issues 
– Additional deployments by R&E networks still needed 

• Significant progress in configuration and infrastructure 
monitoring 
– Helping to reach full potential of the perfSONAR deployment 

• OSG datastore – community network data store for all 
perfSONAR metrics – planned to enter production in Q3  

• Integration projects aiming to aggregate network and 
transfer metrics 
– FTS Performance 
– Experiment’s interface to perfSONAR  

• Advanced network monitoring - diagnosis and alerts based 
on perfSONAR, developed within NSF funded PuNDIT project 
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• OSG/WLCG critically depend upon the network 
– Interconnect sites and resources 

• Traffic grows at a rate of factor 10 every 4 years 
• Progressively moving from tier-based to peer to peer model 
• Emergence of new paradigms and network technologies 
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• End-to-end network issues difficult to spot and 
localize  
– Network problems are multi-domain, complicating the 

process 
– Standardizing on specific tools and methods allows 

groups to focus resources more effectively and better 
self-support 

– Performance issues involving the network are 
complicated by the number of components involved 
end-to-end.  

• Famous “BNL-CNAF” network issue  
– 7 months, 72 entries in the tracking ticket, requiring 

work from many people 
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• Recent problem reported SARA->AGLT2. FTS timed out because 
rate for large files < 2-300 Kbytes/sec 

• perfSONAR tests confirmed similar results 
• Opened ticket with I2, who opened ticket with GEANT 

– GEANT brought up LHCONE pS instance.  Tests to AGLT2 showed 3 times 
BW vs (much closer) SARA 

– Problematic link identified within few days (0.2-0.5% packet loss) 

• Currently establishing procedure to report on network 
performance issues in WLCG 
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perfSONAR in Troubleshooting 

Impacts overall link 

throughput. 

Many fixes tried.  No 

solution yet. 

 

Where should we 

track/document cases? 
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• Installing a service at every site is one thing, but commissioning a NxN 
system of links is squared the effort.  
– This is why we have perfSONAR-PS installed but not all links are monitored. 

• perfSONAR is a “special” service 
– Dedicated hardware and management is required  
– We understand this creates complications to some fabric infrastructure. Sharing 

your experience within WG might be the best way to help other sites  

• 3.4 was a major release that introduce many new features and components 
– Some of them required follow up and bug fixing  
– 3.4.2rc is currently validated in a PS testbed by WLCG/OSG – monitored by the 

same monitoring infrastructure as production  

• Security incidents had major impact on perfSONAR 
– wlcg-perfsonar-security mailing list was established to be a single point of 

contact in case of security incidents 
– New documentation was written to give guidelines to sites 

• We still have issues with firewalls 
– New documentation very clear on port opening and campus/central firewall 
– Monitoring information now exposed by almost all sites – also thanks to 

migrating infrastructure monitoring to OSG 
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• We have 3 versions of perfSONAR Infrastructure monitoring 
– Prototype at maddash.aglt2.org 
– Testing at OSG’s ITB instance 
– Production at OSG’s production instance 

• Main monitoring types are MaDDash and OMD/Check_MK 
– Prototype: http://maddash.aglt2.org/maddash-webui  

                    https://maddash.aglt2.org/WLCGperfSONARcheck_mk  
– Testing:         http://perfsonar-itb.grid.iu.edu/ 
– Production:  http://psmad.grid.iu.edu 

                       http://psomd.grid.iu.edu 

• Notes:  
– OSG instances rely upon OSG Datastore: http://psds.grid.iu.edu 
– X509 cert needed to view check_mk/OMD pages (any IGTF cert) 

• Plan: 
– Develop additional plugins to check core functionality – IPv6, memory, 

etc. 
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• FTS - low level data movement service – used by 
majority of WLCG transfers 

• Current granularity and coverage is a good match to 
perfSONAR network  
– Mapping SEs to sonars needed 

• Goal: Adding latency and routing (tracepath) to the 
optimizer algorithm 
– Better tune number of active transfers 

• Integration of traceroutes and FTS monitoring already 
attempted in the ATLAS FTS performance study (lead by 
Saul Youssef - http://egg.bu.edu/atlas/adc/fts/plots/) 
– Integrates FTS monitoring and tracepath to determine weak 

channels and identify problems 
– Proposed to extend it to CMS and LHCb  
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