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In recent years, the WLCG has evolved toward a model of model of centralized scheduling of largely dedicated
clusters provided by each member institution, missing some opportunities to harness opportunistically avail-
able resources. This talk will present our recent experience in building Lobster, an opportunistic workload
management system for the elements of the CMS collaboration at Notre Dame, where our prototype system
scavenging cycles from a Tier-3 center runs on O(10K) cores, which is on the scale of the largest Tier-2 centers.
I will discuss the challenges inherent in this environment, explain how Parrot, CVMFS, and Work Queue have
evolved to meet these needs, and suggest ways to exploit emerging technologies such as containers within
the context of scientific workflows.
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