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System Administrators' work

● Installing OS and software
● Confguring services
● Fixing hardware
● Creating user accounts
● Recovering fles from backup...

Do you really think it's just that?
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ATLAS Online Computing
● Front-ends
● Readout
● Event flters
● Buffer storage
● Detector controls
● Infrastructure
● Control Rooms
● Status publishing
● Access control

2013
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Many things - or not.
● Plenty of computers? Sure. But forget that.
● In the end, it's one big application, that 
happens to use one very custom piece of HW.

● That application is ATLAS Online. It consists 
of many pieces of custom code, different frameworks 
and goals, but it must work as one.

● That one custom HW is the whole of networks and 
computers near the ATLAS detector.

● If we just thought about one piece at a time,
we could never make it work.
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My computer is bigger...
● You probably know what it means to take care 
of one PC: installing OS, applications, 
confguring them, see it all works, remember to 
update, see it all works and the disk is not full...

● Now what if you have 10 PCs with 3 different 
confgurations?  “Remember” all the steps to 
make them the same..

● When you have 3000 with tens of different 
confgs, that is not going to work. 
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Control Freaks
● You need to make sure. Very sure.
And then sure again.

● You need to do it every day,
on thousands of (Linux) PCs.

● You need to do it perfectly, and the next 
person must be able to do exactly the same.

Doesn't that sound like the job for a computer?
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Puppet masters
● Turns out, softwares to do this exist. They are called 
Central Confguration Management Systems.

● They let you describe in detail the confguration 
of a PC, and take care of enforcing it 
systematically.

● These “descriptions” are themselves code.
–Puppet uses a Domain Specifc Language, that is 
(mostly) declarative and (kind of) object-oriented

–ATLAS already has >15000 LOCs of Puppet code
19000
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Pulling the strings
● Our main job now is writing and maintaining this code 
that gives the one big ATLAS Online application a system 
it can run onto.

● We need admins who know (some) coding, and coders 
who know (some) system administration:

– Puppet will put the confguration in place, but it's not magic: you 
still need to know what that confguration should be.

– You also need to decide if the confguration will be fxed, 
parametric, applied to one host or all or which subset... and 
write your code accordingly, and fnd the right place for it in the 
class hierarchy.

– And you need to design it so that the code can be reused and 
maintained, take care of making the actual requirement links 
explicit while avoiding a tangle of dependencies.
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Look mom, no disk !
● In ATLAS we make extensive use of PCs with no 
operating system on disk, “netbooted” via PXE

–Fastest way to provide single-image systems
–Easy to switch between OS releases
–Completely diskless systems have a few less points 
of failure (disk, controller, cables)

● It's not commonly done
so it requires ad-hoc development and support

–The boot confguration is provided by our ConfDB
–After boot, the single image is specialised using 
Puppet.
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Obsessive Stalkers
● Say fnally, everything works fne, now.
And tomorrow?
– Given a suffcient large time and population,
everything that can possibly go wrong, will.

– HW, systems and services need to be checked constantly, 
making sure that they're functional and healthy.

● Large systems need scalable monitoring and alerting 
tools, like Nagios, Icinga, Ganglia

– These are good base tools but involve plenty of work on 
customization, integration, validation.
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Performance maniacs
● Beyond making sure that a system works, we 
often need to know that it works well, and 
identify possible performance issues.

● Look for bottlenecks,
scalability, design errors,
guide HW choice

● Help in complex debug
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Paranoid worriers 
● When a pretty harmless hack touched CERN, it 
was all over the news. 
We can't just think we're below the radar.

● Isolate the system, but keep remote access and usability; 
control incoming and outgoing, especially web sites

● Webservers, bastion/gateway hosts, role-based access 
control, short-lived authorizations, intrusion detection 
systems, security scanners, Single Sign-On authentication... 
plenty of fun!! 
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Looking ahead
● Technology changes, more variety - GPUs, 
many-core, ARM, which will give best 
performance/watt/space for which tasks?

● Distributed fle systems, (maintainable) high-
availability tools could allow drastic changes in 
the architecture

● Virtualization, cloud
– from test and niche servers to full scale?
–(ab)use the P1 computing power for other ATLAS 
tasks Windows on VMs for DCS

Sim@P1 MonteCarlo production since July 2013

mailto:Sim@P1
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Opportunities @TDAQ SysAdm

● Visiting students? 
possibly no ATLAS funding now, but we would like to start 

this kind of collaborations, especially for R&D 
● Short collaboration visits, up to 6 months

support from ATLAS is possible

● 3-year Project Associates 
for Institute staff on leave of absence, with ATLAS support

● other forms may be possible, what is most 
important for us is to fnd the right people

Contact: sergio.ballestrero@cern.ch
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So why should you care?

● you'll do some cool stuff
● you'll learn to play with big toys
● you'll get to pamper our beloved servers

● because ATLAS people actually care about 
the job we do - and that's rare.

● and because there's plenty of other things 
to learn and be excited about at CERN
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More stuff
● TDAQ SysAdmins public website:
http://atlas-tdaq-sysadmin.web.cern.ch/

– some general info, publications/talks, links
● Following spare slides on a few aspects

http://atlas-tdaq-sysadmin.web.cern.ch/


S.Ballestrero - UJ, ATLAS TDAQ SysAdm Page 17ISOTDAQ2015,  Rio de Janeiro

TDAQ Datafow

Drawing from N.Garelli

2013
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Puppet dependency-graph
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Puppet code samples
Node “type” defnition Service defnition and confguration
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ConfDB GUI
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Icinga: Overall view
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Icinga: ServiceCheck for a host
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Ganglia: all ATLAS Point1
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LocalBoot SLC5

Local Boot nodes

Provisioning by PXE + KickStart
● DHCP+PXE provided by an LFS, from ConfDB info
● Kickstart fles generated by template-based system

Quattor
● CERN standard Confguration Management Tool
● Production system, managing 237 hosts in the Online Farm
● Tight control on installed packages
● Lack of fexibility for complex confguration/service dependencies
● Multiple languages for implementing modules

Puppet
● Widespread industry adoption, active development
● Full features, high fexibility
● Gentler learning curve
● Focus on consistency and idempotence
● In production, manages exclusively 25 complex servers and complements 

Quattor on the remaining 237
● Planned to completely replace Quattor on SLC6

For both Quattor and Puppet the confguration code is maintained in a Revision 
Control System (Subversion).
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LocalBoot SLC6

Local Boot nodes

Provisioning by PXE + KickStart
● DHCP+PXE provided by an LFS, from ConfDB info
● Kickstart fles generated by template-based system

Quattor
● CERN standard Confguration Management Tool
● Production system, managing 237 hosts in the Online Farm
● Tight control on installed packages
● Lack of fexibility for complex confguration/service dependencies
● Multiple languages for implementing modules

Puppet
● Widespread industry adoption, active development
● Full features, high fexibility
● Gentler learning curve
● Focus on consistency and idempotence
● In production, manages exclusively 25 complex servers and complements 

Quattor on the remaining 237
● Planned to completely replace Quattor on SLC6

For both Quattor and Puppet the confguration code is maintained in a Revision 
Control System (Subversion).
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NetBoot SLC5

NetBooted Nodes

● ~2350 nodes boot the Scientifc Linux CERN 5 OS via PXE
● ~80 Local File Server (LFS) hosts provide DHCP, PXE, TFTP for booting, /usr 

read-only directory via NFS.
● Confguration of DHCP, PXE and boot parameters provided by ConfDB,

our CMT for NetBoot nodes which is described in a separate poster
 (Centralized confguration system for a large scale farm of network booted computers)

Boot With Me tool
● Generates PXE boot images (kernel + RAMdisk root) and /usr
● Uses a reference SLC5 VM image as source

BWM post-boot script system
● Hierarchy of shell scripts, confgures services, disk and NFS mounts etc
● Uses the standardised hostname to decide which sequence of scripts
● Stored on central Network-Attached Storage, executed by the client

BWM puppet
● Start to introduce Puppet profles to replace BWM scripts
● Improve consistency and maintainability
● Serverless confguration, for scalability, using the NAS as storage

A Subversion repository is used to track changes of the BWM image creation 
confguration, of the post-boot scripts and Puppet profles.
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NetBoot SLC6

NetBooted Nodes

● ~2350 nodes boot the Scientifc Linux CERN 5 OS via PXE
● ~80 Local File Server (LFS) hosts provide DHCP, PXE, TFTP for booting, /usr 

read-only directory via NFS.
● Confguration of DHCP, PXE and boot parameters provided by ConfDB,

our CMT for NetBoot nodes which is described in a separate poster
 (Centralized confguration system for a large scale farm of network booted computers)

Boot With Me tool
● Generates PXE boot images (kernel + RAMdisk root) and /usr
● Uses a reference SLC5 VM image as source

BWM post-boot script system
● Hierarchy of shell scripts, confgures services, disk and NFS mounts etc
● Uses the standardised hostname to decide which sequence of scripts
● Stored on central Network-Attached Storage, executed by the client

BWM puppet
● Start to introduce Puppet profles to replace BWM scripts
● Improve consistency and maintainability
● Serverless confguration, for scalability, using the NAS as storage

A Subversion repository is used to track changes of the BWM image creation 
confguration, of the post-boot scripts and Puppet profles.
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