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What is a jet?

• Energetic quarks and gluons radiate and hadronize 
→ Produce sprays of collimated hadrons

Overview N-Jettiness Higgs+0 Jets Jet Mass Applications and Outlook

What is a Jet?

Energetic quarks and gluons produce jets of hadrons

Theory:

g

g

g
g

q

q

q

q

Experiment:

1 / 28

q

q

q̄

q̄

gg

g

g

2



What is a jet?

• Jet definition must be easy to implement and infrared safe 

• Two basic approaches:
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Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random soft
“ghosts”, clustered with four different jets algorithms, illustrating the “active” catchment areas of
the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by the
specific set of ghosts used, and change when the ghosts are modified.

the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which clips a
lens-shaped region out of the soft one, leaving behind a crescent.

The above properties of the anti-kt algorithm translate into concrete results for various quanti-
tative properties of jets, as we outline below.

2.2 Area-related properties

The most concrete context in which to quantitatively discuss the properties of jet boundaries for
different algorithms is in the calculation of jet areas.

Two definitions were given for jet areas in [4]: the passive area (a) which measures a jet’s
susceptibility to point-like radiation, and the active area (A) which measures its susceptibility to
diffuse radiation. The simplest place to observe the impact of soft resilience is in the passive area for
a jet consisting of a hard particle p1 and a soft one p2, separated by a y − φ distance ∆12. In usual
IRC safe jet algorithms (JA), the passive area aJA,R(∆12) is πR2 when ∆12 = 0, but changes when
∆12 is increased. In contrast, since the boundaries of anti-kt jets are unaffected by soft radiation,
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• Jets enter in many LHC analyses 
E.g. supersymmetry searches  

• Backgrounds can depend strongly on number of jets

Page     | Lisa Zeune | Towards realistic predictions for new physics searches at the LHC

Jet vetoes important for new physics searches
• Main challenge: Distinguish new physics from overwhelming  

Standard Model background

3

ATLAS SUSY example: 
Search for sbottoms 
JHEP 10 (2013) 189

SUSY:

SM:

b̃

b̃

Veto third jet
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Why do jets matter?
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FIG. 6. Jet multiplicity distributions for all jets (nj) and b-tag jets (nb). The plots are made after applying the pre-selection
criteria common to all nj categories (see Table IV). See Fig. 5 for plotting details.

the magnitude of the dilepton momentum p ``
t is expected to be small in DY events. A requirement of p ``

t > 30GeV
reduces the DY contribution while retaining the majority of the signal events, as shown for the eµ sample in Fig. 7a.
After these criteria the DY background is su�ciently reduced in the eµ sample, but still dominates in the ee/µµ one.

In the latter sample, a requirement of pmiss (trk)

t,rel > 40GeV provides further DY rejection.
Discriminating between the continuum WW production and the resonant Higgs boson production processes exploits

the spin-0 property of the Higgs boson, which when combined with the V-A nature of the W -boson decay leads to
a small opening angle between the charged leptons (Sec. II). A requirement of ��`` < 1.8 reduces both WW and
DY background, while retaining 90% of the signal. A related requirement of m`` < 55GeV combines the small lepton
opening angle with the kinematics of a low-mass Higgs boson (at mH =125GeV). The m`` and ��`` distributions
are shown in Fig. 7b and Fig. 7c.

An additional discriminant, f
recoil

, based on soft jets is defined to reduce the remaining DY contribution in the ee/µµ
sample. The DY background passes the event selection primarily when the measurement of the energy associated with
partons from initial state radiation is underestimated, resulting in an apparent imbalance of transverse momentum
in the event. To further reduce such mis-measured DY events, jets with p j

t > 10GeV, within a ⇡/2 wedge in � (^)
centered on �p ``

t , are used to define a fractional jet recoil relative to the dilepton transverse momentum:

f
recoil

=
����

X

jets j in^
jvf j · p j

t

����

�
p ``
t . (4)

To suppress the contribution from jets originating from pileup interactions, the jet transverse momenta are weighted
by their associated jvf value. The f

recoil

distribution is shown in Fig. 7d; a requirement of f
recoil

< 0.1 in the ee/µµ
sample reduces the DY background in this final state by a factor of seven.

The signal and background yields at each stage of selection are shown in Table V. The yields in the range
3

4

mH <mt<mH are also shown. This region contains the majority of the signal but a reduced background con-
tribution.

B. nj =1 jet category

Allowing for the presence of a jet significantly increases the background from top-quark production. Since top
quarks decay to Wb, jets with jets with pt> 20GeV are rejected if they are identified as containing a b-quark (nb = 0,
see Fig. 6c). With this requirement the WW and DY processes once again dominate, as shown in Table VI.
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sample reduces the DY background in this final state by a factor of seven.
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mH <mt<mH are also shown. This region contains the majority of the signal but a reduced background con-
tribution.

B. nj =1 jet category

Allowing for the presence of a jet significantly increases the background from top-quark production. Since top
quarks decay to Wb, jets with jets with pt> 20GeV are rejected if they are identified as containing a b-quark (nb = 0,
see Fig. 6c). With this requirement the WW and DY processes once again dominate, as shown in Table VI.
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• Jets are key to tag heavy particles at high energies 

• Jet substructure probes initiating parton, e.g. jet charge

Why does jet substructure matter?

5

3 subjets3 jets

(a) e+jets event

(b) µ+jets event

Figure 13: Event display for (a) mreco
tt̄ = 2.6 TeV e+jets (b) mreco

tt̄ = 2.5 TeV µ+jets tt̄ candidate events.
The upper left panel displays a transverse (X−Y) view of detector and objects, while the lower left panel
shows the longitudinal (R − z) view. In these two views, jets are represented by circular sectors with
their lengths proportional to the transverse energies. Green jets are reconstructed with R = 0.4, while
red jets are reconstructed with R = 1. The b-tagged R = 0.4 jets are labelled with blue bars. An η − φ
view of the same event is shown in the upper right panel, with the lego-plot of calorimeter energy in the
lower right panel. In this plane, jets are represented by solid circles of the same color scheme, while
the b-tagged ones are labelled by concentric blue circles. The red dashed circle represents the missing
transverse momentum. The area of the circles are proportional to the transverse energy or momentum of
the physics objects.
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[ATLAS-CONF-2013-052]

Defining Jet Charge Applications QCD Calculation Comparison with PYTHIA Conclusions

Historical Applications

First used in parton model tests [Fermilab (1980)]

Long history! 

Jet charge at hadron colliders

David Krohn,� Tongyan Lin,† and Matthew D. Schwartz‡

Department of Physics, Harvard University, Cambridge MA, 02138

Wouter J. Waalewijn§

Department of Physics, University of California at San Diego, La Jolla, CA 92093
(Dated: June 22, 2012)

Knowing the charge of the underlying parton initiating a light-quark jet in hadronic collisions could
be extremely useful both for testing aspects of the standard model and for characterizing possible
beyond-the-standard-model signals. We show that despite the complications of hadronization and
out-of-jet radiation, a weighted sum of the charges of the jet constituents can distinguish di�erently
charged jets to good accuracy. Potential applications include distinguishing leptophobic Z-prime
from W -prime resonances as well as standard model tests, such as jet charge in dijet events or
jet charge in hadronically-decaying W bosons in top-antitop events. We develop a systematically
improvable method to calculate moments of these charge distributions by coming multi-hadron
fragmentation functions with perturbative jet functions and perturbative evolution equations. We
show that the dependence on energy and jet size for the average and width of the jet charge can be
calculated despite the large experimental uncertainty on fragmentation functions. Conversely, jet
charge provides a way to measure moments of fragmentation functions more precisely.

The Large Hadron Collider (LHC), currently running
at CERN, provides an opportunity to explore properties
of the standard model in unprecedented detail, and to
search for new physics in previously unfathomable ways.
The extremely precise detectors at the atlas and cms
experiments can practically measure the energy and mo-
menta of every reasonably hard particle coming out of
each collision. In particular, they have excellent abil-
ity to see charged particles. One application of the
charged particle spectrum is in b-tagging: distinguish-
ing jets which originated from hard b-partons is critical
to many standard model and beyond the standard model
searches. In recent years, many additional ways to ex-
ploit the LHC detectors precision have been envisioned
and implemented, boosted jet tagging [1–3], new jet sub-
structure observables, jet grooming [4, 5], color-flow mea-
surements [6, 7], quark/gluon jet discrimination [8], etc.
(see [9] for a recent review). In this paper, we consider
the feasibility of measuring the charge of a jet.

The idea correlating some jet-based observable to the
charge of an underlying hard parton has a long his-
tory. In an e�ort to determine to what extent jets from
hadron collisions were similar to jets from leptonic col-
lisions, Field and Feynman [10] argued in 1977 that ag-
gregate jet properties such as jet charge could be mea-
sured and compared. Such properties were soon after
measured at Fermilab [11] and CERN [12] in charged-
current deep-inelastic scattering experiments, with clear
up- and down-quark jet discrimination, confirming as-
pects of the parton model. Another important historical
application was the light-quark forward backward asym-
metry in e+e� collisions, a precision electroweak observ-
able [13]. Despite its historical importance, there seem to
have been no attempts so far to see whether the charge
of light-quark jets can be measured at the LHC.

Most of the experimental studies of jet charge have
measured variants on the energy-weighted jet charge. We
define this observable for a jet of flavor i as

Qi
� =

1

Ejet

X

j�jet

Qj(Ej)
� (1)

where the sum is over particles in the jet, Qj is the in-
teger charge of the color-neutral object observed, and
� is a free parameter. One can use transverse momen-
tum instead of energy with similar results. In the aleph
study [13], the projection of momentum on the thrust
axis was used and � = 1.0 was found optimal for measur-
ing the forward-backward asymmetry. In some of the DIS
experiments [11] � = 0.2 and 0.5 were used, as suggested
in [10].

In hadron-hadron collisions at high energy, such as at
the LHC, the particle multiplicities in the final state are
significantly larger than at low energy and at e+e- or
lepton-hadron colliders. Thus one naturally expects that
measuring the charge of a light quark jet at the LHC
should be extremely di�cult, with the primordial quark
charge quickly getting washed out. In fact, it does seem
impossible on a jet-by-jet basis to tell whether jets origi-
nated from up or down quarks. However, as we will show,
the quark charge can in fact be extracted on a statisti-
cal basis. Moreover, the scale and jet-size dependence
of moments of the the jet charge can be calculated in
perturbative QCD.

Being able to measure jet charge would be tremen-
dously useful. First of all, it opens the door to a whole
new class of tests of the standard model test. For exam-
ple, the relative rates of uū or uu jets in a dijet sample
could be compared to QCD or the charge of hadronically
decaying W bosons from top quarks could be directly
measured. Secondly, jet charge would provide a unique

Measured the energy-weighted jet charge: 

•  Suggested by Feynman and Field (1977) 
•  Early calculations in parton model (no QCD!) 
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ple, the relative rates of uū or uu jets in a dijet sample
could be compared to QCD or the charge of hadronically
decaying W bosons from top quarks could be directly
measured. Secondly, jet charge would provide a unique

Measured the energy-weighted jet charge: 

•  Suggested by Feynman and Field (1977) 
•  Early calculations in parton model (no QCD!) 

              would  
include beam remnants   

           would let one 
particle dominate 

1 � �

1 � �24 J. P. Berge et al. / Quark jets 

o.8 

O.2 

o.o' 

1.0 

z ~  " ~ ' ~  0.8 

o.6 

0.4 

G2 

o.q 3 

' i i i 

(ai v~N 

^ ~ r=0.2 
d - quark ~,~, " ,  / / ,,.?/~ u-quark 

(b) z~ u N 

,',, Jl~ r=0.5 
d-quark i '~'~1 , 

~-~__.__~; I PI \ u-quorK 
,~'i i f /  :r '! /7 

-2 -I 0 I 2 

Qw 
Fig. II. Weighted charge Q~ = ]~,(zi)rei for the neutrino charged current induced hadrons traveling 
forward in the hadronic c.m.s. (a) for r = 0.2, and (b) for r = 0.5. The solid curves represent the Field and 
Feynman  predictions for the 10 G e V / c  u-quark jets and the dashed lines the corresponding predictions 

for the 10 G e V / c  d-quark jets. 

events. To compare with the predictions which are calculated for 10 GeV quark jets, 
we select c.m. energies above 6 GeV. Corresponding predictions by Field and 
Feynman are shown for the d- and u-quark jets with the two values of r, r = 0.2 and 
r = 0.5 [6]. It is important to recognize that even though the Field and Feynman 
approach involves a parametrization of (other) leptoproduction data it gives predic- 
tions for the weighted charge which differ according to the flavour of the fragment- 
ing quark. The average weighted charge values are given in table 1 with the 
predictions. Experimental results for the weighted charge for antineutrino (neutrino) 
charged current events are consistent with the predictions for the d-quark (u-quark) 
jets but not with the predictions for the u-quark (d-quark) jets. 

We have considered possible effects caused by the use of a nuclear target in this 
experiment. Nuclear break-up products generally increase the visible net charge of 
the observed final state hadrons. Our selection criteria for the current fragments 
usually removes the slow secondary particles arising from the nuclear break-up, but 
it is expected that a small contamination from the nuclear fragments remains in our 
sample of events. To study these effects, we have selected a sample of events in 
which the net visible charge of the final state hadrons, Qv, corresponds to the initial 
state charge within one unit, i.e., we select - 2  < Qv < 1. Effects of this selection on 
the measured jet net charge and on the measured weighted charge are summarized in 

J.P. Berge et al. / Quark jets 23 

experiments. From the K +/~r + ratio in high energy proton-proton experiments [23] 
extrapolated to the Feynman x of one (to avoid resonance contributions), we 
estimate Ps/P ~0 .50 .  Another estimate of Ps/P can be obtained from the cross 
section ratios (J/q~ ~ K + K*)/(Jfl~b ~ p~') corrected for phase-space factors [241. 
The result pJp = 0.49 __ 0.11 implies p = 6.40 __+ 0.02. An electroproduction experi- 
ment obtains for the ratio (K ° + K.°)/(~r + + ~ r - )  a value of 0.13 _+ 0.03 which the 
authors  interpret  as the ratio Ps/P (ref. [25]); this value would mean  considerably  
s t ronger  SU(3) symmet ry  violation in the quark  jets. A jet  net charge measurement  
in the same experiment ,  on the other  hand,  gives p~/p = 0.36 (ref. [261), which is 
again consistent with our  measurements .  

Field and F e y n m a n  have proposed  an alternative way of distinguishing quark jets 
of  different f lavour [6]. There, one weights each particle with a z-dependent  weight 
such that  particles closer to the overlap region get a small weight and particles with 
large fractional energy z (further f rom the overlap region) get a large weight; i.e., the 
weighted charge is defined as Q ~  = Y~(zi)re~, where r is a small n u m b e r  and e~ is the 
integer charge of the i th hadron  in the final state. Result ing distr ibutions f rom our 
exper iment  are shown in fig. 10 (fig. 11) for ant ineutr ino (neutrino) charged current  
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Fig. 10. Weighted charge Q~; = Yi(z,)re, for the antineutrino charged current induced hadrons traveling 
forward in the hadronic'c.m.s. (a) for r=  0.2, and (b) for r = 0.5. The solid curves represent the Field and 
Feynman predictions for the hadrons arising from the fragmentation of a u-quark with 10 GeV/c incident 

momentum and the dashed lines the corresponding predictions for the 10 GeV/c d-quark jets. 
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1. Jet cross sections 

2. Jet substructure for boosted objects 

3. Probing partons with substructure 

4. Probing the medium with jets
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1. Jet cross sections



• NLO calculations are automated [MCFM, BlackHat, Rocket, NJet, MadLoop, …] 

• Large uncertainties at LO reduced at NLO

Fixed-order calculations

8

pp ! W + n jets

[Bern, Dixon, Cordero, Hoeche, Ita, Kosower, Maitre, Ozeren]
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LO scale dependence

pT
jet  >  25 GeV,  | ηjet |  <  3 

ET
e   >  20 GeV,   | ηe |   <  2.5

ET
ν  > 20 GeV,   MT

W  > 20 GeV

R   =   0.5   [anti-kT]

√

s   =  7 TeVµR  =  µF  =  HT

^ ’  / 2 W+ + 5 jets + X

FIG. 7: The pT distributions of the leading five jets in W+ + 5-jet production at the LHC at
√
s = 7 TeV.

Jets
W+/W−

W− + n

W− + (n−1)

W+ + n

W+ + (n−1)

LO NLO LO NLO LO NLO

1 1.467(0.002) 1.47(0.01) — — — —

2 1.552(0.002) 1.50(0.01) 0.2949(0.0003) 0.238(0.001) 0.3119(0.0005) 0.242(0.002)

3 1.651(0.003) 1.61(0.01) 0.2511(0.0005) 0.220(0.001) 0.2671(0.0004) 0.235(0.002)

4 1.753(0.006) 1.72(0.03) 0.2345(0.0008) 0.211(0.003) 0.2490(0.0005) 0.225(0.003)

5 1.864(0.008) 1.87(0.06) 0.218(0.001) 0.200(0.006) 0.2319(0.0008) 0.218(0.006)

TABLE II: The first two columns give cross-section ratios for W+ production to W− production,

as a function of the number of associated jest. The last two columns give the ratios of the cross

section for the given process to that with one fewer jet. The numerical integration uncertainty is

in parentheses.

to larger W+ cross sections. As the number of jets increases, production of a W requires a

larger value of the momentum fraction x. This alters the mix of subprocesses that contribute

18



• Certain observables require NNLO precision. E.g. 

• Lots of new NNLO results due to slicing with N-jettiness 
[Stewart, Tackmann, WW; Boughezal, Focke, Liu, Petriello; Gaunt, Stahlhofen, Tackmann, Walsh]

Fixed-order calculations

9

[CMS-PAS-SMP-14-023]
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• Tight restriction on radiation → large logarithms and uncertainties 

• Resummation captures dominant effect of all emissions

�(H + 0 jets) / 1� 6↵s

⇡
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Resummed calculations
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FIG. 2. Comparison of NNLO, NLL+NNLO and NNLL+NNLO results for jet-veto efficiencies for Higgs (left) and Z-boson
(right) production at the 8 TeV LHC. The Higgs plot includes the result from a POWHEG (revision 1683) [20, 40] plus Pythia
(6.426) [17, 41] simulation in which the Higgs-boson pt distribution was reweighted to match the NNLL+NNLO prediction
from HqT 2.0 [7] as in [21]. The lower panels show results normalised to the central NNLL+NNLO efficiencies.

Our central predictions have µR = µF = Q = M/2 and
scheme a matching, with MSTW2008NNLO PDFs [54].
We use the anti-kt [29] jet-algorithm with R = 0.5, as
implemented in FastJet [55]. For the Higgs case we use
the large mtop approximation and ignore bb̄ fusion and
b’s in the gg → H loops (corrections beyond this approx-
imation have a relevant impact [16, 56]). To determine
uncertainties we vary µR and µF by a factor of two in
either direction, requiring 1/2 ≤ µR/µF ≤ 2. Maintain-
ing central µR,F values, we also vary Q by a factor of
two and change to matching schemes b and c. Our final
uncertainty band is the envelope of these variations. In
the fixed-order results, the band is just the envelope of
µR,F variations.

The results for the jet-veto efficiency in Higgs and Z-
boson production are shown in Fig. 2 for 8 TeV LHC
collisions. Compared to pure NNLO results, the cen-
tral value is slightly higher and for Higgs production, the
uncertainties reduced, especially for lower pt,veto values.
Compared to NNLO+NLL results [21], the central values
are higher, sometimes close to edge of the NNLO+NLL
bands; since the NNLO+NLL results used the same ap-
proach for estimating the uncertainties, this suggests that
the approach is not unduly conservative. In the Higgs
case, the NNLO+NNLL uncertainty band is not particu-
larly smaller than the NNLO+NLL one. This should not
be a surprise, since [21] highlighted the existence of pos-
sible substantial corrections beyond NNLL and beyond
NNLO. For the Higgs case, we also show a prediction
from POWHEG [20, 40] interfaced to Pythia 6.4 [17] at
parton level (Perugia 2011 shower tune [41]), reweighted

to describe the NNLL+NNLO Higgs-boson pt distribu-
tion from HqT (v2.0) [7], as used by the LHC experi-
ments. Though reweighting fails to provide NNLO or
NNLL accuracy for the jet veto, for pt,veto scales of prac-
tical relevance, the result agrees well with our central
prediction. It is however harder to reliably estimate un-
certainties in reweighting approaches than in direct cal-
culations.
Finally, we provide central results and uncertainties

for the jet-veto efficiencies and 0-jet cross sections (in
pb) with cuts (in GeV) like those used by ATLAS and
CMS, and also for a larger R value:

R pt,veto ϵ(7 TeV) σ(7 TeV)
0-jet ϵ(8 TeV) σ(8 TeV)

0-jet

0.4 25 0.63+0.07
−0.05 9.6+1.3

−1.1 0.61+0.07
−0.06 12.0+1.6

−1.4

0.5 30 0.68+0.06
−0.05 10.4+1.2

−1.1 0.67+0.06
−0.05 13.0+1.5

−1.5

1.0 30 0.64+0.03
−0.05 9.8+0.8

−1.1 0.63+0.04
−0.05 12.2+1.1

−1.4

Interestingly, the R = 1 results have reduced upper un-
certainties, due perhaps to the smaller value of the NNLL
f(R) correction (a large f(R) introduces significant Q-
scale dependence). The above results are without a ra-
pidity cut on the jets; the rapidity cuts used by ATLAS
and CMS lead only to small, < 1%, differences [21].
For the 0-jet cross sections above, we used total

cross sections at 7 TeV and 8 TeV of 15.3+1.1
−1.2 pb and

19.5+1.4
−1.5 pb respectively [57, 58] (based on results in-

cluding [45–49]) and took their scale uncertainties to be
uncorrelated with those of the efficiencies. Symmetris-
ing uncertainties, we find correlation coefficients between

[Banfi, Monni, Salam, Zanderighi]
10

pvetoT



• Jet radius resummation  
[Dasgupta, Dreyer, Salam, Soyez; Chien, Hornig, Lee; Kolodrubetz, Pietrulewicz, Stewart, Tackmann, 
WW; Kang, Ringer, Vitev; Dai, Kim, Leibovich; …] 

• Nonglobal logarithms  
[Caron-Huot; Larkoski, Moult, Neill; Becher, Neubert, Rothen, Shao,…] 

• Resummation of kinematic jet hierarchies  
[Bauer, Tackmann, Walsh, Zuberi; Larkoski, Moult, Neill; Pietrulewicz, Tackmann, WW]

Resummation for jets

10
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Figure 1. Di↵erent hierarchies for three-jet events in e+e� collisions.

in case (b), where two jets (labelled 1 and 2) are close to each other. It is characterized

by the hierarchy s12 ⌧ s13 ⇠ s23 ⇠ Q2. The soft regime is shown in case (c), where

one jet (labelled 1) is less energetic than the others. It is characterized by the hierarchy

s12 ⇠ s13 ⌧ s23 ⇠ Q2. Finally, in the soft/collinear overlap regime, shown in case (d), one

jet is softer than the others and at the same time closer to one of the hard jets, leading to

the hierarchy s12 ⌧ s13 ⌧ s23 ⇠ Q2.

In general, SCET+ can have multiple soft and collinear regimes (along with the cor-

responding overlap regimes), which is necessary to describe multiple hierarchies between

several jets. We discuss in detail the application of the SCET+ formalism for a generic

N -jet process at hadron colliders and for a number of di↵erent hierarchies. The cases we

explicitly consider include

• One soft jet.

• Two jets collinear to each other, with or without a hierarchy in their energies.

• Two jets collinear to each other plus an additional soft jet.

• Two soft jets with or without a hierarchy in their energies.

• Two soft jets collinear to each other.

• Three jets collinear to each other with or without a hierarchy in the angles between

them.

These cases contain the nontrivial features and essential building blocks that are needed

to describe arbitrary hierarchies.

Each regime requires a di↵erent mode setup in SCET+, so technically corresponds to

a di↵erent e↵ective field theory. We explain how they are appropriately combined and

– 3 –

[Pietrulewicz, Tackmann, WW]



2. Jet substructure for boosted objects



• Boosted analysis overtakes resolved at 

• Important as BSM searches move to ever higher energies

When does a top quark become a jet?

13

[CMS-PAS-TOP-16-013]

Louise Skinnari, BOOST 2016, July 18-22, 2016

Selection

14

pp

W+

t

b

W-

t-

b-

q-q

fat jet

q-
q

fat jet

t jets
• Anti-kt R=0.8 jet
• pT > 200 GeV
• Soft drop mass (mSD) > 50 GeV
• ≥1 b-tagged subjet

Require ≥ 2 t jets, with leading jet: 
• pT > 450 GeV
• 150 < mSD < 200 GeV 

(differential measurement, after fit)

Trigger
• Single anti-kt R=0.8 jet with pT > 360 GeV
• Trimmed jet mass > 30 GeV

Multivariate (Fisher) discriminant constructed from 
n-subjettiness ratios τ3/τ2 & τ3/τ1 of 2 leading jets

• Discriminant > 0
• Event properties rather than top-tagger 

(exploit that 2nd jet likely boosted)

ptopT ⇠ 400GeV



• Test whether jet consists of three subjets with kinematics of 
top decay, using templates T [Almeida, Lee, Perez, Sterman, Sung] 

• Output is not only overlap but also the best matching template

Tagging by kinematics

14
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Power Counting: e(�)2 , e(�)3 Phase Space

• Power counting determines structure of e(�)2 , e(�)3 phase space:
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• Start from energy correlation functions [Larkoski, Salam,Thaler] 
 
 
 
with    the energy fraction of i and      the angle between i and j 

• Parametric discrimination of 1 vs. 2 prong [Larkoski, Moult, Neill] 

Tagging by power counting

15
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• Tag W boson jets using 

• Soft-Collinear Effective Theory yields resummed prediction for 
the cross section of D2, compatible with Monte Carlos

Predicting the tagger efficiency

16
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Analytic Boosted Boson Discrimination

• Region relevant for discrimination highly sensitive to non-perturbative
physics. Excellent description with single parameter shape function!
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[Larkoski, Moult, Neill] 



• Use methods from image recognition 

• As powerful as combination of 
(expert) substructure observables 

• Reliability of training sample is a potential concern

Tagging with deep learning

17
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FIG. 1: Distributions in simulated samples of high-level jet
substructure variables widely used to discriminate between
jets due to collimated decays of massive objects (W ! qq)
and jets due to individual quarks or gluons (QCD). Two cases
are shown: with and without the presence of additional in-
time pp interactions, included at the level of an average of 50
such interactions per collision.
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Images are then reflected so that the maximum energy
value is always in the top half of the image.

The jet energy deposits were centered and cropped to
within a 3.0 ⇥ 3.0 radian window, then binned into pix-
els to form a 32 ⇥ 32 image, approximating the resolu-
tion of the calorimeter cells. When two calorimeter cells
were detected within the same pixel, their energies were
summed. Example individual jet images from each class
are shown in Figure 2, and averages over many jets are
shown in Figure 3.

TRAINING

Deep neural networks were trained on the jet images
and compared to the standard approach of BDTs trained
on expert-designed variables that capture domain knowl-
edge [2]. All classifiers were trained on a balanced train-
ing data set of 10 million examples, with 500 thousand
of these used as a validation set. The best hyperparam-
eters for each method were selected using the Spearmint

FIG. 2: Typical jet images from class 1 (single QCD jet from
q or g) on the left, and class 2 (two overlapping jets from
W ! qq0) on the right, after preprocessing as described in
the text.

FIG. 3: Average of 100,000 jet images from class 1 (single
QCD jet from q or g) on the left, and class 2 (two overlapping
jets from W ! qq0) on the right, after preprocessing.

Bayesian optimization algorithm [37] to optimize over the
supports specified in Tables I and II. The best models
were then tested on a separate test set of 5 million ex-
amples.
Neural networks consisted of hidden layers of tanh

units and a logistic output unit with cross-entropy
loss. Weight updates were made using the ADAM op-
timizer [38] (�1 = 0.9,�2 = 0.999, ✏ = 1e�08) with mini-
batches of size 100. Weights were initialized from a nor-
mal distribution with the standard deviation suggested
by Ref. [39]. The learning rate was initialized to 0.0001
and decreased by a factor of 0.9 every epoch. Train-
ing was stopped when the validation error failed to im-
prove or after a maximum of 50 epochs. All computations
were performed using Keras [40] and Theano [41, 42] on
NVidia Titan X processors. Convolutional networks were
also explored, but as expected, the translational invari-
ance provided by these architectures did not provide any
performance boost.
We explore the use of locally-connected layers, where

each neuron is only connected to a distinct 4-by-4 pixel
region of the previous layer. This local connectivity con-
strains the network to learn spatially-localized features
in the lower layers without assuming translational invari-
ance, as in convolutional layers where the weights of the
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FIG. 1: Distributions in simulated samples of high-level jet
substructure variables widely used to discriminate between
jets due to collimated decays of massive objects (W ! qq)
and jets due to individual quarks or gluons (QCD). Two cases
are shown: with and without the presence of additional in-
time pp interactions, included at the level of an average of 50
such interactions per collision.
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Images are then reflected so that the maximum energy
value is always in the top half of the image.

The jet energy deposits were centered and cropped to
within a 3.0 ⇥ 3.0 radian window, then binned into pix-
els to form a 32 ⇥ 32 image, approximating the resolu-
tion of the calorimeter cells. When two calorimeter cells
were detected within the same pixel, their energies were
summed. Example individual jet images from each class
are shown in Figure 2, and averages over many jets are
shown in Figure 3.

TRAINING

Deep neural networks were trained on the jet images
and compared to the standard approach of BDTs trained
on expert-designed variables that capture domain knowl-
edge [2]. All classifiers were trained on a balanced train-
ing data set of 10 million examples, with 500 thousand
of these used as a validation set. The best hyperparam-
eters for each method were selected using the Spearmint

FIG. 2: Typical jet images from class 1 (single QCD jet from
q or g) on the left, and class 2 (two overlapping jets from
W ! qq0) on the right, after preprocessing as described in
the text.

FIG. 3: Average of 100,000 jet images from class 1 (single
QCD jet from q or g) on the left, and class 2 (two overlapping
jets from W ! qq0) on the right, after preprocessing.

Bayesian optimization algorithm [37] to optimize over the
supports specified in Tables I and II. The best models
were then tested on a separate test set of 5 million ex-
amples.
Neural networks consisted of hidden layers of tanh

units and a logistic output unit with cross-entropy
loss. Weight updates were made using the ADAM op-
timizer [38] (�1 = 0.9,�2 = 0.999, ✏ = 1e�08) with mini-
batches of size 100. Weights were initialized from a nor-
mal distribution with the standard deviation suggested
by Ref. [39]. The learning rate was initialized to 0.0001
and decreased by a factor of 0.9 every epoch. Train-
ing was stopped when the validation error failed to im-
prove or after a maximum of 50 epochs. All computations
were performed using Keras [40] and Theano [41, 42] on
NVidia Titan X processors. Convolutional networks were
also explored, but as expected, the translational invari-
ance provided by these architectures did not provide any
performance boost.
We explore the use of locally-connected layers, where

each neuron is only connected to a distinct 4-by-4 pixel
region of the previous layer. This local connectivity con-
strains the network to learn spatially-localized features
in the lower layers without assuming translational invari-
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FIG. 4: Signal e�ciency versus background rejection (inverse
of e�ciency) for deep networks trained on the images and
boosted decision trees trained on the expert features, both
with (bottom) and without pile-up (top). Typical choices of
signal e�ciency in real applications are in the 0.5-0.7 range.
Also shown are the performance of jet mass individually as
well as two expert variables in conjunction with a mass win-
dow.

INTERPRETATION

Current typical use in experimental analysis is the
combination of the jet mass feature with ⌧21 or one of
the energy correlation variables. Our results show that
even a straightforward BDT-combination of all six of the
high-level variables provides a large boost in comparison.
In probing the power of deep learning, we then use as our
benchmark this combination of the variables provided by
the BDT.

The deep network has clearly managed to match or
slightly exceed the performance of a combination of the
state-of-the-art expert variables. Physicists working on

the underlying theoretical questions may naturally be cu-
rious as to whether the deep network has learned a novel
strategy for classification which could inform their stud-
ies, or rediscovered and further optimized the existing
features.
While one cannot probe the motivation of the ML al-

gorithm, it is possible to compare distributions of events
categorized as signal-like by the di↵erent algorithms in
order to understand how the classification is being accom-
plished. To compare distributions between di↵erent algo-
rithms, we study simulated events with equivalent back-
ground rejection, see Figs. 5 and 6 for a comparison of the
selected regions in the expert features for the two classi-
fiers. The BDT preferentially selects events with values
of the features close to the characteristic signal values
and away from background-dominated values. The DNN,
which has a modestly higher e�ciency for the equivalent
rejection, selects events near the same signal values, but
in some cases can be seen to retains a slightly higher frac-
tion of jets away from the signal-dominated region. The
likely explanation is that the DNN has discovered the
same signal-rich region identified by the expert features,
but has in addition found avenues to optimize the perfor-
mance and carve into the background-dominated region.
Note that DNNs can also be trained to be independent of
mass, by providing a range of mass in training, or train-
ing a network explicitly parameterized [44, 45] in mass.

DISCUSSION

The signal from massive W ! qq jets is typically ob-
scured by a background from the copiously produced low-
mass jets due to quarks or gluons. Highly e�cient classifi-
cation is critical, and even a small relative improvement
in the classification accuracy can lead to a significant
boost in the power of the collected data to make statis-
tically significant discoveries. Operating the collider is
very expensive, so particle physicists need tools that al-
low them to make the most of a fixed-size dataset. How-
ever, improving classifier performance becomes increas-
ingly di�cult as the accuracy of the classifier increases.
Physicists have spent significant time and e↵ort de-

signing features for jet-tagging classification tasks. These
designed features are theoretically well motivated, but as
their derivation is based on a somewhat idealized descrip-
tion of the task (without detector or pileup e↵ects), they
cannot capture the totality of the information contained
in the jet image. We report the first studies of the ap-
plication of deep learning tools to the jet substructure
problem to include simulation of detector and pileup ef-
fects.
Our experiments support two conclusions. First, that

machine learning methods, particularly deep learning,
can automatically extract the knowledge necessary for
classification, in principle eliminating the exclusive re-

[Baldi, Bauer, Eng, Sadowski, Whiteson]



3. Probing partons with substructure



• Jet charge can help characterize BSM. E.g. hadronic Z’ vs. W’ 

• Optimal   : trade off between soft contamination vs. sensitivity 

• Jet charge not infrared safe → only evolution calculable

Jet charge as discriminant
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Z 0 ! dd̄

vs.

W 0 ! ud̄

W 0 ! dū
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• Jet charge = nonlinear DGLAP evolution    hadronization 

• Taking Pythia as input and evolving gives good agreement: 

Calculating jet charge

20[WW]
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• The largest dependence on jet pT is the flavor composition 

• Observing scale violation is therefore challenging but possible

Jet charge measurements

21

[Phys. Rev. D 93 (2016) 052003]
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Figure 16: The extracted values of the scale violation parameter c from the data compared to theoretical calcula-
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ture. The thick part of the error bar indicates the PDF contribution to the total uncertainty and the horizontal line on
each error bar indicates the contribution from the statistical uncertainty (each shown without adding in quadrature
any other source of uncertainty).

4. The central value for the extracted scale violation parameter is c = (
P

i c,i/�(c,i))/
P

i(1/�(c,i)).

5. The uncertainty �(c) is determined by repeating step (3) with the nominal values c,i replaced by
their systematic varied versions or the bootstrap pseudo-data values for the statistical uncertainty
estimate.

The results are presented in Fig. 16. The data support the prediction that c < 0 and @c/@ < 0. Linear
correlations between  values can be determined using the bootstrapped datasets: about 0.9 between c0.3
and c0.5 as well as between c0.5 and c0.7, while the correlation is about 0.7 between c0.3 and c0.7. Thus,
the three points are quite correlated, but there is additional information from considering more than one 
value.
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• New physics often more quarks than QCD backgrounds 

• Largest difference between quark and gluon jet is color charge 

• Extensive Pythia study: track multiplicity + girth are best two

Quark-gluon discrimination
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FIG. 2: 2D Histograms of the two best observables, along with the likelihood formed by combining them bin-by-bin.

of this figure, we show the 2D bin-by-bin likelihood dis-
tribution. Given these variables, the discriminant that
achieves optimal gluon rejection for a fixed quark effi-
ciency is a simple cut on the appropriate likelihood con-
tour. Cutting out the top-right corner, for example, elim-
inates the most egregiously gluey jets. In practice, this
can be pre-computed or measured in each jet pT window.
As part of jet energy scale calibrations, Atlas [22] has
measured these two variables in dijet, γ-jet, and multi-
jet samples and used them individually to determine the
flavor composition to 10% precision.
The same method can be applied for more than 2 ob-

servables, but then the exact likelihood becomes impos-
sible to map efficiently with limited training samples. A
multivariate technique like Boosted Decision Trees can
be employed to approximate this multidimensional like-
lihood distribution, as explained in [18].
In summary, quite a number of single variables do com-

parably well, while some (like pull or planar flow) do
quite poorly at gluon tagging. We examined many com-
binations of observables, and found significant improve-
ment by looking at pairs, but only marginal gains be-
yond that. The results for the gluon rejection as a func-
tion of quark efficiency are shown for a number of the
more interesting observables and combinations in Fig-
ure 3 for 200GeV jets. The relative performance of
variables changed little with pT even though the op-
timal cuts do. Definitions and distributions of these
variables, and thousands of others, can be found on
http://jets.physics.harvard.edu/qvg. Good pairs
of variables included one from the discrete category de-
scribed above, such as particle count, and one more con-
tinuous shape variable, like the linear radial moment
(girth).
As an example using these curves to estimate the im-

provement in a search’s reach, consider X → WW →
qq̄qq̄ whose background is mostly 4-jets from QCD, each
of which is a gluon 80% of the time [3]. By operating at
60% quark efficiency, only 1/10th of gluons pass the tag-
ger, which means (20%)4 of the total QCD background
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FIG. 3: Gluon rejection curves for several observables as a
function of Quark Jet Acceptance. The results for 200GeV
Jets are shown, but other samples give similar results. The
best pair of observables is charged track multiplicity and lin-
ear radial moment (girth). The best group of five also includes
jet mass for the hardest subjet of size R=0.2, the average kT
of all Rsub=0.1 subjets, and the 3rd such small subjet’s pT
fraction.

passes. One measure of statistical significance in a count-
ing experiment is S/

√
B, perhaps within a particular in-

variant mass window. Any starting significance can be
improved by a factor of 3.2 using these cuts. The 60%
operating point was chosen to maximize this significance
improvement for this particular background composition,
which highlights the need to characterize background re-
jection for all signal efficiencies.

Measurements of these variables are underway, but it
would be very interesting to see distributions of and cor-
relations between as many of the variables in Figure 3
as possible. To this end, it has recently been observed
that 99% pure samples of quark jets can be obtained in
γ+2jet events, and 95% pure samples of gluon jets can be
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[Gallicchio, Schwartz]
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shower tuning. This in turn would help ⁄Ÿ
— become a more robust and powerful discriminant in

searches for new physics beyond the standard model.

5.3 Generalized angularities
A wide variety of quark/gluon discriminants have been proposed (see [409] for an extensive
catalog), but here we limit ourselves to a two-parameter family of generalized angularities [414],
shown in Fig. IV.47. These are defined as (repeating Eq. (IV.18) for convenience)

⁄Ÿ
— =

ÿ

iœjet
zŸ

i ◊—
i , (IV.23)

where i runs over the jet constituents, zi œ [0, 1] is a momentum fraction, and ◊i œ [0, 1] is a
(normalized) angle to the jet axis. The parameters Ÿ Ø 0 and — Ø 0 determine the momentum
and angle weighting, respectively. For Ÿ = 1, the generalized angularities are IRC safe and
hence calculable in perturbation theory [431] (see also [430, 451–454]). For general Ÿ ”= 1,
there are quasi-perturbative techniques based on generalized fragmentation functions [414] (see
also [410,455–457]). In our parton shower studies, we determine ⁄Ÿ

— using all constituents of a jet,
though one could also consider using charged-particle-only angularities to improve robustness
to pileup (at the expense of losing some particle-level information).

For our e+e≠ study, we cluster jets with FastJet 3.1.3 [458] using the ee-variant of
the anti-kt algorithm [326], with |p̨|-ordered winner-take-all recombination [431, 459, 460] to
determine the jet axis n̂. Unlike standard E-scheme recombination [461], the winner-take-all
scheme yields a jet axis n̂ that does not necessarily align with the jet three-momentum p̨; this
turns out to be a desirable feature for avoiding soft recoil e�ects [413, 431, 432, 462, 463]. We
define

zi © Ei

Ejet
, ◊i © �in̂

R
, (IV.24)

where Ei is the particle energy, �in̂ is the opening angle to the jet axis, and R is the jet radius
(taken to be R = 0.6 by default). To translate our ee study to an eventual pp study (left to
future work), one would use the standard pp version of anti-kt with pT -ordered winner-take-all
recombination, defining

zi © pT iq
jœjet pT j

, ◊i © Rin̂

R
, (IV.25)

137

• Many quark-gluon discriminants are generalized angularities 

• Big spread between predictions from different Monte Carlos

Current limitations of Monte Carlos
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[Larkoski, Thaler, WW]

10Jesse Thaler — The Shape of Jets to Come

Impact on Tagging Performance	

Affects both IRC unsafe and IRC safe observables

See backup slides for more information from Les Houches study	
(comparison of parton shower variants, sweeps of Q and R, etc.)
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Fig. IV.50: Classifier separation � for the five benchmark angularities in Eq. (IV.26), determined
from the various generators at (a) hadron level and (b) parton level. The first two columns
correspond to IRC unsafe distributions (multiplicity and pD

T ), while the last three columns are
the IRC safe angularities. The LHA (i.e. Ÿ = 1, — = 1/2) is shown in the middle column.

5.6 Parameter dependence
Given the large absolute di�erences in discrimination power seen above, we next want to check
if the parton shower generators exhibit similar or dissimilar trends as parameters are varied. We
perform three parameter sweeps, using the boldface values below as defaults:

Collision Energy : Q = {50, 100, 200, 400, 800} GeV,

Jet Radius : R = {0.2, 0.4, 0.6, 0.8, 1.0},

Strong Coupling : –s/–s0 = {0.8, 0.9, 1.0, 1.1, 1.2},

(IV.34)

where –s0 is the default value of the strong coupling, which is di�erent between the generators
(and sometimes di�erent between di�erent aspects of the same generator).

The resulting values of � for the LHA are shown in Fig. IV.51, at both the hadron
level and parton level. There are number of surprising features in these plots. Perhaps the
most obvious (and seen already in Fig. IV.50) is that even for the IRC safe angularities, the
e�ect of hadronization is rather large, both on the absolute scale of discrimination and the
trends. The main exception to this is Herwig, which does not exhibit as much of an e�ect from
hadronization, though an e�ect is still present.

The next surprising feature is that the parton-level trends for sweeping –s do not nec-
essarily correspond to those for sweeping Q and R. According to the perturbative next-to-
leading-logarithmic (NLL) logic in Ref. [413], quark/gluon discrimination should depend on –s

evaluated at the scale QR/2, with larger values of –s(QR/2) leading to improved discrimination
power. Indeed, Pythia, Herwig, and Ariadne do show improved performance with larger –s.
However, larger values of Q and R correspond to smaller values of –s, so the NLL logic would
predict that increasing Q or R should lead to worse discrimination power. Instead, all of the
generators show the opposite trend.

One reason to expect quark/gluon discrimination to improve as higher energies is that
that phase space available for shower evolution increases as Q increases. The scale µ of the
shower splitting is µ2

0 < µ2 < Q2, where µ0 = O(GeV) is the shower cuto� scale. With more
range for shower evolution at higher Q, there is a greater possibility to see that a quark jet is
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4. Probing the medium with jets



• Jets lose energy as they propagate in medium (quenching) 

• Leads to a distortion of the pT balance of dijets

Dijet inbalance

25

xJ =
pT,2

pT,1
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• Cluster jet using Cabridge/Aachen (purely angular) 

• Go through clustering tree until splitting satisfies 

• At LO this is proportional to Altarelli-Parisi splitting function

Splitting fraction

26

zg ⌘ min(pT1, pT2)

pT1 + pT2
> zcut

[Larkoski, Marzani, Soyez, Thaler]

8 6 Results

Table 3: Summary of individual contributions in percentiles to the systematic uncertainty of
the mean zg. The uncertainties on the smearing factors apply to the pp measurement smeared
with the resolution difference between PbPb and pp for a given centrality selection.

Source pp PbPb
0-10% 10-30% 30-50% 50-80%

Trigger 0.0 1.2 1.3 < 0.1 < 0.1
Jet energy scale 0.6 0.6 0.6 0.6 0.6
Jet energy resolution < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
Fake jets < 0.1 < 0.1 < 0.1 < 0.1 < 0.1
Subjet angular resolution 0.04 0.04 0.04 0.04 0.04
Total 0.6 1.3 1.4 0.6 0.6

pp!PbPb resolution smearing factors
MC statistical uncertainty - 0.1 0.1 0.1 0.1
Correlation of subjet resolution - 2.0 2.0 2.0 2.0
Data/MC residual - 1.0 1.0 1.0 1.0
Total smearing - 2.2 2.2 2.2 2.2

6 Results
The splitting function measured in pp collision is presented in Fig. 2 and compared to jets in
PYTHIA 6 (tune Z2) and PYTHIA 8 (tune CUETP8M1). The measurement is normalized by the
number of jets passing the grooming procedure. PYTHIA has a slightly steeper distribution than
the data. HERWIG ++ is also shown in Fig. 2, it yields a slightly less steep zg than the observed
data. The combination of the two generators HERWIG and PYTHIA straddle the observed zg.
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Figure 2: Splitting function in pp collisions for several jet pT intervals ranging between pT,jet =
120 GeV and pT,jet = 200 GeV compared to PYTHIA and HERWIG event generators. The shaded
area indicates the systematic uncertainty on the measurement while the vertical lines represent
the statistical uncertainty.

To compare the pp measurement to the splitting function as measured in PbPb collisions,
smearing factors are applied to the pp measurement to account for the difference in resolu-
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Figure 2: Splitting function in pp collisions for several jet pT intervals ranging between pT,jet =
120 GeV and pT,jet = 200 GeV compared to PYTHIA and HERWIG event generators. The shaded
area indicates the systematic uncertainty on the measurement while the vertical lines represent
the statistical uncertainty.

To compare the pp measurement to the splitting function as measured in PbPb collisions,
smearing factors are applied to the pp measurement to account for the difference in resolu-
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• Medium effect on splitting functions described by Glauber gluons

Medium modifications of splitting function

27

9

tion, as discussed in Sec. 4. The measurement of the splitting function in PbPb collisions for
several centrality intervals is presented in Fig. 3. The measured zg distribution in peripheral
PbPb collisions is within uncertainties in agreement with the pp (smeared) measurement. For
more central collisions, a difference becomes apparent. The 10% most central PbPb collisions
exhibit a significantly steeper zg distribution when compared with pp collisions. The observa-
tion indicates that the splitting into two branches becomes increasingly more unbalanced for
more central collisions. In Fig. 4 the measurement is further characterized by extracting the
mean value of zg as a function of the average number of participants as reported in Tab. 1.
A smaller hzgi is observed in central PbPb collisions compared to the smeared pp reference.
Differences between the zg of quarks and gluons are found to be a few a percent [29], so the ob-
served modification cannot result from changes in relative rates of quark and gluon produced
events.
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Figure 3: Splitting function in PbPb for 160 < pT,jet < 180 GeV in several centrality ranges
compared to pp data. For this comparison the resolution of the pp data is deteriorated to
the same resolution as the PbPb measurement for each centrality selection. The shaded area
around the data points indicates the systematic uncertainty while the vertical lines represent
the statistical uncertainty.

The modification of the splitting function in central PbPb collisions is shown in Fig. 5 over a
wide kinematic range in pT,jet. At pT,jet selections above 200 GeV the splitting function in PbPb
collisions becomes more similar to pp collisions indicating that the jet quenching effect gets
smaller.
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the anti-kT algorithm with R = 0.4 [28]. They are then
groomed using the soft-drop jet grooming procedure [25].
The parameters chosen in the CMS measurements are
β = 0 and zcut = 0.1. Another cut on ∆R12 > 0.1 is
imposed due to the detector resolution where ∆R12 is the
distance between the two branches in the pseudorapidity-
azimuthal angle plane. The requirement also effectively
selects jets with the branching angle greater than 0.1.
The groomed momentum sharing zg and its normalized
distribution

p(zg) =
1

Njet

dN

dzg
, (11)

are measured. The jets are selected with the following
cuts on the jet transverse momentum (pT ) and pseudora-
pidity (η): pT > 140 GeV and |η| < 1.3. The in-medium
momentum sharing modification is quantified by taking
the ratio of the zg distributions in proton-proton and
lead-lead collisions,

R
p(zg)
AA = p(zg)

PbPb
/

p(zg)
pp . (12)

The modification patterns are examined across a wide
range of pT bins with different collisional centralities.
FIG. 2 shows the result for the ratio of the momentum

sharing distributions of inclusive jets in 0-10% central
Pb+Pb and p+p collisions at

√
sNN = 5.02 TeV. We

consider two pT bins 140 GeV < pT < 160 GeV (up-
per panel) and 250 GeV < pT < 300 GeV (lower panel)
to study the modification pattern as a function of the
jet transverse momentum. The preliminary CMS data
shows a strong modification of the momentum sharing
distribution for jets with lower pT in central collisions,
and the modification decreases quite quickly when the
jet pT becomes higher. The red bands correspond to the
theoretical calculations with the variation of g = 2.0±0.2.
We find that the modification does decrease as the jet pT
increases. However, the pT dependence in our theory
calculation is not as strong as suggested in the prelimi-
nary CMS measurements, with the amount of modifica-
tion around zg = 0.5 underestimated in our calculation
for lower pT jets. For jets with higher pT , our calculation
is consistent with the preliminary CMS data within the
experimental uncertainties.
FIG. 3 shows the modification of the momentum shar-

ing distribution for inclusive jets in mid-peripheral lead-
lead collisions with centrality 30-50% at

√
sNN = 5.02

TeV. Here we only examine jets in the 140 GeV < pT <
160 GeV bin since the modification is larger for lower pT
jets. Both the CMS preliminary data and our calculation
show moderate modifications of the zg distributions, and
we are consistent with each other. The medium modi-
fication of the zg distribution decreases with collisional
centrality.
Predictions for the momentum sharing distribution ra-

tios for inclusive jets in proton-proton and central lead-
lead collisions at

√
sNN = 5.02 TeV are shown in FIG. 4.
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FIG. 2: Comparison of theoretical calculations and prelimi-
nary CMS data for the ratio of momentum sharing distribu-
tions of inclusive anti-kT R = 0.4 jets in central Pb+Pb and
p+p collisions at

√
sNN = 5.02 TeV. Jets are soft-dropped

with β = 0, zcut = 0.1 and ∆R12 > 0.1. Bands correspond
to the theoretical uncertainty estimated by varying the cou-
pling between the jet and the medium (g = 2.0± 0.2). Upper
panel: modification for jets with 140 GeV < pT < 160 GeV
and |η| < 1.3. Lower panel: modification for jets with
250 GeV < pT < 300 GeV and |η| < 1.3.
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FIG. 3: Comparison of theoretical calculations and prelimi-
nary CMS data for the momentum sharing modification of
inclusive jets in proton-proton and lead-lead collisions at√
sNN = 5.02 TeV. Shown are the same studies as in FIG.

2 for anti-kT R = 0.4 jets with 140 GeV < pT < 160 GeV
and |η| < 1.3 in mid-peripheral collisions. The same soft-drop
parameters are used to groom the jets.
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FIG. 3: Comparison of theoretical calculations and prelimi-
nary CMS data for the momentum sharing modification of
inclusive jets in proton-proton and lead-lead collisions at√
sNN = 5.02 TeV. Shown are the same studies as in FIG.

2 for anti-kT R = 0.4 jets with 140 GeV < pT < 160 GeV
and |η| < 1.3 in mid-peripheral collisions. The same soft-drop
parameters are used to groom the jets.
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Conclusions

• Jets play a crucial role in many LHC measurements 

• Jet (substructure) as probe of 

• boosted heavy particles 

• initiating parton of QCD jets 

• medium in heavy ion collisions 

• There is room for new ideas, new observables, new 
calculations…
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Thank you!


