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The CMS experiment [1] has developed a Computing Model [2, 3] designed as a distributed system of computing re- The CMS Facilities Operations
sources and services relying on Grid technologies. The Workload Management and Data Management components of SADRCING DUrSL Vel e st you project designed continuous
the Computing Model are now well established and are constantly being exercised and improved through CMS-wide 1000 scale exercise in some areas of
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maintenance; TO/CAF set-up |6l The CMS Facilities Operations project overviews the CMS Computing shifts, aimed to enforce
Distributed working fabric on Grid WM's s.ys.tem.atlc and procedura.a\locontrols over the overall computing infrastructure. It is a running ac-
_ overview on usage of submission systems tivity since Fall 2008, profiting of a growing team of (currently) >35 people. Procedures are set . Site Readiness for CMS Tier-2 sites | ¢ &'
- liaisons with developers and WLCG/EGEE/OSG projects and Grid ROC’s and constantly improving.Warning and alarm are triggered to operators, site contacts, and £ . o 150
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expert on-call per activity. The shift activity is also very important to link the CERN P5 control 35 - K 8
Distributed working fabric on DM (Storage/SRM) | room to the CMS Center and the distributed centers. Monitoring tools and overview systems '
~ 5RM specifications /implementations for storage systems in use by CM5 are widely improved by and used for regular computing shifts . Some examples are shown
- constant control over PhEDEX interface to glite FTS yimp y 9 P 9 P
Resource allocation and planning
- planning and progress tracking on CPU, storage, network = — .-
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Site usability and protection of CMS use-cases
- CMSSW deployment; CMS T1 and T2 coordination; contact with SiteDB project [4,5]
- downtime/upgrade/availability overview
- Overall LoadTest infrastructure and Prod/Debug/Dev PhEDEx set-up
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