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Different monitoring systems are now extensively used to keep an eye on real time state of each service of distributed grid infrastructures and jobs running on the
Grid. Tracking current services' state as well as the history of state changes allows rapid error fixing, planning future massive productions, revealing regularities

of Grid operation and so on. Here we describe our longstanding experience in successful development and design of Grid monitoring and accounting systems for
global grid segments and for local national grid projects in Russia.
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