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Mass production status of ALICE at RDIG
Toady 9 RDIG sites are supporting ALICE GRID activity. There is needed special  management of ALICE  Data 
Challenges at these sites as a solid distributed Tier2.

Today in the time of all LHC experiments production at RDIG   of ~1000 Si2k  and ~ 200 TB are in operation.

Transfer to more modern services: CREAM-CE & pure SE::xrootd. There is planning  to transfer to CREAM-CE and   
pure xrootd all RDIG sites supported ALICE computing. Today one site – IHEP is fully equipped with CREAM-CE and 
pure xrootd. Two other sites: MEPhI and SPbSU have installed pure xrootd. Whole xrootd space today is equal to 
70 TB. 

ALICE GRID  analysis facilities at RDIG
There are two RDIG sites have launched activity to install PROF clusters: JINR and SPbSU

Recourses pledged to 2009

CPU = 1600 kSi2k

Disks =520 TB

ALICE jobs contribution
to the  total RDIG jobs for all 
LHC experiments in last 3 
months

A week RDIG contribution to whole ALICE : CPU –12% and 8% of completed jobs

SpbSUJINRHome made machine.
Hardware
- m/b Intel 5000P chipset;
- 2 x quad core Intel Xeon E5440 @ 2.83GHz
- 16GB ECC RAM (8x2GB);
- 250GB SATA-II hdd for OS;
- 3ware 9650SE-12ML SATA-II RAID with
10 x Maxtor 7Y250 SATA 250GB in h/w RAID6;

- dual port Intel 80003ES2LAN Gigabit Ethernet Controller on m/b.
Software
- Scientific Linux SL release 4.7;
- xfs file system on single partion on 3ware raid single volume

for pool ~2TB;
- root 5.22/00 17 December 2008.


