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CASTOR monitoring web interface
The Web interface consists of two different levels
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v PL/SQL procedures were tested by processing real CASTOR
metadata. Their scalablility was tested by replaying past data In
higher speed (factor of 10). A C++ program was implemented to
reconstruct daemon logs, compress and inject them into DLF.
v'The web interface was tested by simulating load scenarios with
WAPT, a load, stress and performance testing tool for web sites.

from the incoming data stream. Some of the monitoring
Information comes directly from individual log messages
(e.g. faclility errors) while for the monitoring data like

Rl - PL/SOQL monitoring procedures pre-process
i iIncoming DLF messages accumulating and storing
Information for every type of event
* file read requests

« Monitoring tables correspond to specific event - file migration to tape

oriented metrics - file garbage collection
» Web interface provides aggregated visualization  one needs to combine multiple daemon logs and store
(histograms, pie-charts, etc) of the monitoring data them as a single entry.
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