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Condor 7.0
Major Scalability Improvements —>
Focus on (e.g. privsep)

First Open Source Release!

More Robust
*file transfer queueing,
* job commit retries,
* deadlocks removed,

* many fixed-length buffers
exterminated

Condor 7.2

Big Glidein Scalability Improvement

* strong security over high latency
networks

Also of Interest:
* some support for multi-core jobs
* pluggable work-fetch in job executor

Condor 7.3 (current development branch)
More Glidein Scalability
* RAM per running job cut in half
* Sync to disk of job queue optimized

Improved Support for Private Networks
Condor Connection Broker (CCB) is in
Generic Connection Broker (GCB) is out

* broker failover, restart, reconnect
* strong security

* much simpler configuration
and troubleshooting!

2.Let it run.

Maximum Speed of Job Completion

1.Submit a big workflow.
Speed and Scalability of Job Submission
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3.Examine it.

Time to complete full condor_g

4. Update design and iterate.

Time to Remove 100,000 Jobs
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Condor Version

Job Router: 1 input job queue =» N destinations
high-throughput, light-weight, adaptive

routed (grid) job
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Universe = “grid”

GridType = “gt2”
GridResource =\

“cmsgrid01.hep.wisc.edu/jobmanager-condor”

Executable = “sim”
Arguments = “seed=345"

L Output = “stdout”
Site 2 T) Error = “stderr”
e ShouldTransferFiles = True
\ WhenToTransferOutput = “ON_EXIT”
( /
And adapting to conditions:

Job Router’s “Black Hole” Throttle

original (vanilla) job
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Routing Table:
Site 1

Universe = “vanilla”

Executable = “sim”
Arguments = “seed=345"
Output = “stdout.345”

Error = “stderr.345”

ShouldTransferFiles = True
WhenToTransferOutput = “ON_EXIT”
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Handling big workflows:

Job Router Performance Tests 120
(short-circuiting the grid)

|1. site-wide problem begins|
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|2. throttling by Job Router|
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|3. site-wide problem ends|

40 |4. throttle relaxed |

jobs completed per second
Number of Jobs Finished
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~1 illion events

Merge events written (Sum: 1232461283 )

Used in production for CMS simulation on OSG:

prodAgent %
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