
Experience Commissioning the ATLAS 
Distributed Data Management system 

on top of the WLCG Service
Simone Campana (CERN/IT), on behalf of ATLAS Distributed Computing
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T0->T1s throughput

TB

ΔT

2.5 days

One month of full scale commissioning of the 
Data Management system

Testing readiness of the system before data taking
Quite demanding metrics (approx 150% of computing model nominal rates)
Includes all traffic flows (T0-T1, T1-T1, T1-T2)

The test was run in conjunction with all LHC experiments 

All 4 LHC experiments in the game 

Target Rate 
for CCRC08= 

150% of 
Nominal RateNominal

Target

Test of Backlog Recovery

12 hours of 
backlog 

artificially 
accumulated 

Backlog Fully 
Recovered in 
30 minutes

T1-T2 transfers

Subscriptions injected every 4 
hours and immediately honored

Centralized Data Deletion
1 PB of data deleted in 1 day 

(over 70+ sites)

Common Computing Readiness Challenge 08 

Detector and Simulated Data Placement and Replication

Cosmic Dataset replication time T0-T1s 
(completed transfers)

96.4% data replication is done (~92% within 3h)

Cosmic Data Replication
(number of datasets)

ATLAS Beam and Cosmics data 
replication to ~70 Tier2s 

Number of replicated files over a one month period
850K files/day average, paek at 1.5M files/day 
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