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THE SCoPE PROJECT

The S.Co.PE. Project [1] aims to the
implementation of an open and general
purpose  Grid infrastructure linking
together the departments of University
Federico Il distributed in Naples on a
metropolitan scale.
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Network performances can affect dramatically job computation time, |
especially when processing remote bulk dataset and during data replicationI
activities. I

The Grid infrastructure of main Grid deployments works below the best effort |
threshold: the network is considered pure facility and middleware components I
act without taking into account network parameters.

Scientific and technological research, An active network-aware approach needs a strict integration between many |

implementation of innovative concepts .in partners:

strategic research fields. « the Grid resource management logic |
« the requesting application 1

Progetto « the network entities that offer the connectivity services 1
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The goal is to take job scheduling and resource allocation decisions based onl
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network performance. 7/
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: Suae p THE GLUE DOMAIN DEPLOYMENT \
(e fyonsoht The middleware layer supporting the domain-based INFN Grid network monitoring y
. yedShy I activity is powered by GlueDomains [2]. 2 1
. ~ |- The GlueDomains service is managed by a dedicated central Server node, located in the |

4, 2 TN @ gl | Main Campus Grid site. - I
{ . I | R - 'V_I' TheServer periodically checks and_configuresanumberofTheodo_Iile's_, deployed across |

five sites in the SCoPE infrastructlre, The activity of Theodolites consist of running |
~t.,' - autonomuosly a number of aérive network performance probes_,as-s-howuilf_igure.
T Theodolltes activity is performed by. the @:‘.‘;-'.L...
1 Storage Elements and the monltormg — it
topology is @ afull mesh. s
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The flgure on the top, show the resu,l.t’s of somems performed Wlth the replica
imation service implemented. ’ ——-?m‘ -~ S

. ﬂ(_/ " 'y =-. - Regarding the network cost trend we [rive made 12 hour pbservatron of the cost betwen

Ayg_\,e"gweb.sefuc(v erface is used to” sgecr clésést re icaraf a~’ to sites, the results show an avéwag etcost watue of 6.3»with 08 standard deviation,

et wsed by jobs in a cOAutm‘ngr gw Elemqnt addr sed usmg Jﬂyr’mg the’~normal network actiyity. On ther sideaguring the,Mifferent phases of the
thelr Site URL heavy netivork workload we measured a S|g icant growth of the netcost value with its
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«LHE setony experj t coggigts in downMaading in the storage/element of the INFN-NAPOLI-VIRGO
UNINA-SCOPE-ASTRO, UNINA-SCOPE-

=, <message name="netCostRequest'> ¢
<part name="1fn" type="xsd:string"/> » o site) a set 0f198"1.2 GB sized files that are"eplicated in th -
<part name="dest" type="'xsd:string"/> MSC -CEINGE and UNINA- SC_QP‘E-CEN ites. registered in the
</message> [ oPE Iogu,cal file ca Iogue The tests have been spli two phases:
<message name="netCostResponse'>
<part name="neCost" type=''xsd:string"/>
/| </message>
<portType name="Network Resource ManagerPortType'> '
<operation name="netCost'>
<input message=""tns:netCostRequest'/>
<output message="tns:netCostResponse'/>
</operation>

sites. The files are

v 1 Repllcatlon of 100‘ﬂ'|!§ on WNAPO RGO site by using the Icg-utils tools and the logical
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-NAPOLI-VIRGO site aided by the network-aware replica

r time on 100 files of 154 seconds for each file by using the Icg-utils
tained by using the replica optimization services. In fig. B we show the
services effects in reducing the data transfer time.
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