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Abstract: The Czech Republic (CR) has been participating in the LHC Computing Grid 
project (LCG) ever since 2003 and gradually, a middle-sized Tier-2 center has been built in 
Prague, delivering computing services for national HEP experiments groups including the 
ALICE project at the LHC. We present a brief overview of the computing activities and 
services being performed in the CR for the ALICE experiment. 

1.  Introduction 

The Computing model of the ALICE experiment at the CERN LHC [1, 2] relies on the ALICE 
Computing Grid, a global distributed infrastructure of resources for data storage and processing. As of 
today, this project is made of over 80 sites spanning 5 continents (Africa, Asia, Europe, North and 
South America), involving 6 Tier-1 centers and more than 70 Tier-2 centers [3]. Altogether, the 
resources provided by the ALICE sites represent about 10,000 CPUs and 10 PB of distributed storage, 
and the gradual upscale of this capacity is ongoing. About 1-2% of these resources have been 
provided, for several years, by the Tier-2 center in Prague, Czech Republic (CR) [4] (cf. Figures 1, 2). 
The Prague site was one of the first centers participating in the ALICE Grid project; it joined the 
project in 2003, when the ALICE Grid involved only 13 centers and a few hundred of CPUs. 

 
Figure 1.  Status of AliEn services at ALICE sites (a part of the table showing the Prague site) 



 
 
 
 
 
 

 

Figure 2. Map of ALICE sites in Europe 

2. Regional Computing Center for Particle Physics in Prague 

The Czech entry point into the ALICE Grid is the Golias computer farm, located in Prague at the 
Institute of Physics AS CR (FZU). The availability of the farm for ALICE has been ensured by the 
Czech ALICE group’s investments into the farm hardware. Accordingly, the computing services have 
been provided for the processing of the ALICE production and analysis jobs at the farm [4]. 
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3.  Hardware resources 

The computing center/farm Golias is the biggest site in 
the CR providing computing and storage services for 
Particle Physics experiments (apart from ALICE,  also 
for the LHC experiment ATLAS, the D0 experiment at 
Tevatron and others) and also for Solid State Physics 
and Astrophysics. The computing and storage resources 
[5] represented about 450 CPUs and 50 TB of disc 
space in the end of 2008 and will be gradually expanded 
to about 1550 CPUs (corresponding to 3,3 MSI2k) and 
216 TB of disc space during 2009. The new hardware 
includes e.g. the IBM iDataPlex (672 cores) and 
different systems SGI Altix. The farm has excellent 
network connectivity (see Figure 4) with other 
institutions, both national and worldwide (1 to 10 Gb/s).   

            Figure 3. The farm Golias       



 
 
 
 
 
 

 

      Figure 4.Topology and traffic of CESNET2, the Prague-based network facility for HEP 
 
 

4.  Grid connectivity 

The Golias farm is integrated via the installed middleware components into the LCG. The installed 
gLite grid middleware components include CE, SE, UI, MON box, site BDII and have been 
configured with YAIM, integrated into Cfengine used for the management of the local site changes. 
Since 2005, the site is a certified Tier-2 center of the LCG project. In 2008, the Czech Republic 
represented by the FZU/farm Golias signed the Memorandum of Understanding of the Worldwide 
LHC Computing Grid Collaboration (WLCG) (cf. Figure 5). 

 

 

Figure 5. Czech Republic pledges to WLCG 
 
 

5.  Job management and monitoring 

Job management at the Golias farm is performed using the local resource management system PBSPro 
(current version 9.2). In preparation and testing are the resource manager TORQUE and the cluster 
scheduler MAUI. Hardware, software and network status are extensively monitored using many 
standard packages including Nagios, Munin, MRTG, IPAC, SAM and locally developed custom tools 
[5] (see e.g. Figure 6). 



 
 
 
 
 
 

  
 

 

Figure 6. Monitoring of jobs in PBS: :  

Jobs on Golias in the period 24.02.2009 – 03.03.2009 (ALICE jobs indicated by red color) 
 
 
 

6.  Physics Data Challenges 

As one of the Tier-2 centers, the Prague farm Golias provides computational and storage services to 
perform Monte Carlo (MC) simulations of the p+p and Pb+Pb collisions and for end user analysis [6].  
Similar to the other LHC experiments, ALICE has been running massive MC simulations during 
comprehensive tests of its computing model and Grid infrastructure aimed at assessing the physics 
performance of the detector, the so-called Physics Data Challenges (PDC). The first distributed MC 
productions date back to 2003. Between April 2006 and October 2008, the PDC has been running in a 
quasi-permanent mode, and since then have followed individual MC productions for the First Physics 
program [7]. The data files generated during the PDCs are stored on the Grid and are available for 
further processing. For example, during the period April 2006 – July 2008, roughly 330 millions of 
events with various physics content have been produced. 

 

 

7.  ALICE PDCs in Prague 

Grid computing for ALICE in the CR has started in 2003. The integration into the ALICE Grid system 
is provided by a combination of the (LCG) gLite and AliEn [8] middleware components. One member 
of the local group is appointed as the local ALICE production manager, responsible for the production 
of simulated data, control of the analysis jobs and maintenance/upgrade of the AliEn middleware.  

 
 
 



 
 
 
 
 
 

 

Figure 7. Relative site contributions in 2007 – 2008 (Prague 1.34%)  
 
 
 
 

8.  Performance of the Prague site  

The number of jobs executed at the Golias farm during the ALICE PDCs has been most of the time 
higher than the officially pledged resources would guarantee. The number of completed production 
jobs was up to 4 – 7% of the overall ALICE production during PDCs 2004 – 2006. After that the  
relative contribution from the CR decreased to about 1,5% (see Figure 7, cf. e.g. [9] ), which was due 
to the increasing number of ALICE sites participating in the PDC and to the corresponding increase of 
the global resources. During the PDC 2007 - 2008, the number of jobs successfully executed has been 
more than 100,000 (~ 1,5% of the whole production). This was achieved by maintaining a steady job 
submission and usage of all available farm CPUs for the ALICE jobs. An important feature of the 
systematic job monitoring is the control of the log files produced by the jobs, which contributes to the 
debugging and validation of AliEn and of the ALICE production software AliRoot. 

  

 
 
 
 



 
 
 
 
 
 

 

Figure 8. ALICE Grid monitoring:  

Active jobs in Prague in the period 24.02.2009 – 03.03.2009 (max. 278 jobs) 
 

 
 
 

9.  The ALICE storage 

During the last 3 - 4 years, ALICE put a considerable effort into the building of a distributed storage 
system. Currently, ALICE operates more than 50 storage system endpoints distributed over 30 sites, 
providing 4 different flavors of storage solutions with the total capacity ~ 10 PB [10]. The Tier-2 
centers are required to provide the disc-based storage, and are recommended to follow a rule 1TB of 
disc storage per 2 - 3 CPUs.  

The Czech group has been building a storage cluster for ALICE for about 2 years. As a result, two 
Storage Elements (SE) installed as pure Xrootd SE are available: ALICE::Prague::Disk (2 TB) and 
ALICE::Prague::Disk2 (20 TB) (see Figure 9). This small storage cluster is a step towards building a 
distributed WLCG Tier-2 center for HEP experiments in the CR: it is located at a site about 20 km far 
from the farm Golias. The good performance of the cluster is ensured by the excellent network 
connectivity (combined 2 Gb/s public and 1 Gb/s E2E links) (cf. Figure 10).  It is planned to upgrade 
this Czech storage cluster for ALICE with another 25TB server.  

 



 
 
 
 
 
 

 

Figure 9. Status of the ALICE Storage Elements (a part of the table showing the Prague SEs) 

 

 
 
 

 

Figure 10. Load on the E2E link Golias – Prague SE, 26.02.2009 – 05.03.2009 (max. out 99.6 MB/s) 
  
 
 

 
 

 

10.  Summary 

The CR has been an active participant into the ALICE Grid project ever since 2003. The entry point 
into the ALICE Grid has been the computing farm Golias in Prague, a medium sized Tier-2 center 
fully integrated into the LCG and ALICE environment. The local ALICE group has been officially 
offering 1-2% of the overall ALICE computing resources, however the delivered computing 
performance has often been exceeding these resources. 

The Prague center will, according to the Tier hierarchical system, continue the production of Monte 
Carlo simulated data and the processing of the user analysis jobs also after operation of the LHC is 
resumed in October 2009.  To deliver the computing performance pledged by the CR to the WLCG 
MoU, we plan to perform regular upgrades of the hardware resources dedicated to ALICE and to 
maintain the current reliability of the computing services.  
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