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Qutline

The Shuttle is the ALICE Online-Offline software framework
dedicated to the extraction of conditions data - calibration and
alignment - during data taking, running detector specific
procedures called preprocessors
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Motivations




ALICE Conditions Data

During data-taking, the 18 ALICE detectors interact with five online
systems - DAO (Data Acquisition), DCS (Detector Control System),
ECS (Experiment Control System), HLT (High Level Trigger), Trigger

The result of data taking are raw data, stored in the Grid

From the raw data, the - alignment, calibration,
environment - needed for reconstruction should be extracted

An extra pass over the raw data would be necessary before reconstruction
- problematic, too expensive in terms of computing resources

Moreover, not all the conditions data can be retrieved from the raw
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Conditions data should be extracted at the same time
as data taking
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The Shuttle Concept

Given the number of subdetectors and of online systems, the need for
a common infrastructure to coordinate the extraction, the gathering,
and the publication of the condition data came out

Online machinery (DAQ, DCS, ECS, HLT, Trigger) are shielded to the
external world by firewall

The conditions data for reconstruction should reside in an easily
accessible place

The aim was to create a robust framework that allows temporary
failures of all online system as well as malfunctional code without
loosing data
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The Shuttle Flow




What the Shuttle does

Copying of data in any format produced by the online
systems DAQ, DCS and HLT for each subdetector;

Preprocessing of the data, e.g. consolidation, fitting;
Reformatting to ROOT format;

Storing in the Offline Conditions DataBase (OCDB);

Not a relational database, but a set of AliEn entries
pointing to ROOT files stored in various SE of the Grid

Indicating that a given run has been processed, which
IS a precondition to starting the reconstruction.
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The Shuttle General Schema
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No alternative system to extract data (especially online calibration
results) between data-taking and first reconstruction pass!
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The Shuttle Program Flow

Reading of the configuration parameters from an LDAP database
Triggering of the Shuttle by ECS at every end-of-run

Access to the ECS logbook, to retrieve run information (start of
run, end of run...) and the list of active detectors

Access to the online systems to retrieve the conditions data
parameters monitored and archived by DCS

parameters created during data-taking by dedicated Detector Algorithms
(DA), written in files saved in dedicated File Exchange Servers (FXS)

stored by the detectors during the run

Triggering of the detector-specific codes - - in
charge of extracting the conditions data

Storing of the conditions data in the OCDB
Used in reconstruction

Storing of the Reference Data
OCDB-like database, not used in reconstruction
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Sequence Diagram

77
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Shuttle

Loop over all detectors (+ GRP and HLT)
Registration of conditions data files in AliEn
Interfaces with info providers

AC%RD EMCAL GRP HLT HMPID FMD  ITS(*) MUON | PHOS PMD TO

(**) (***)

(*) ITS = SPD + SDD + SSD

. Detector preprocessors (**) MUON = MCH + MTR
(***) PHOS = PHS + CPV
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The Shuttle Data Flow - Schema per
Detector

DAQ/DCS/HLT
machines DCS PVSS project
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Shuttle Retrieval of Conditions Data - DPs

DCS DPs: Detector

Conditions parameters preprocessor

monitored and
archived by DCS

Stored in an Oracle DB
Each associated to a

Data Point (DP) name
(all-nd Optior)‘a”y’ o Detector SHUTTLE
alias name

PVSS

Stored value <> N

Lo

timestamp of the )
project

storage
Dedicated server-client
communication
protocol used in the
Shuttle
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Shuttle Retrieval of Conditions Data - DAs

Conditions Data from DAs

Detector Algorithms (DAs) are program that runs on the
online systems - DAQ, DCS, HLT - producing conditions
data that are then stored in any type of files in the
corresponding File Exchange Server (FXS)

The Shuttle locates in the FXSs the files requested by the
detectors for that particular run, and retrieves them via
secure copy (scp)

see talk by V. Chibante Barroso,
Tue 24th, parallel session 1B
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Detectors’ Preprocessors




The Detectors’ Preprocessors

One Preprocessor per detector

Preprocessors started by the Shuttle according to the ECS
logbook

Preprocessors run sequentially, but independently

Preprocessors process the conditions data (from the DCS
archive, and the DAQ/DCS/HLT FXS):

Query the conditions data

Reformat/process the conditions data, if necessary

Store the conditions data in the OCDB
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Handling of the Detectors’ Preprocessors

At every run, for every preprocessor:

Forking of the Shuttle process
the child process executes the current preproccessor

the parent process executes the main Shuttle, monitoring the child
= a crash of one preprocessor does not affect the main process
- no memory leaks can occur
Storing by the Shuttle of the processing status (error recovering)

Monitoring of memory consumption - killing of the child process
in case it exceeds a defined critical threshold

Monitoring of the processing time - killing in case it times out

If failing, a certain number of later retries is allowed

CHEP, 23rd Mar 2009 C. Zampolli




Preprocessor Status Flow

Started

run type
not
requested

DCS started

Preprocessor
Started

Preprocessor

Done "
Waiting for
previous runs

Store Started retry count

exceeded
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Monitoring of the Shuttle




MonALISA Monitoring

The status of the Shuttle processing is monitored using
the MonALISA system

Every change in the Shuttle/detector preprocessors states
are sent to the MonALISA service, and visualized by the
ALICE MonALISA repository:

http://pcalimonitor.cern.ch/shuttle.jsp?instance=PROD

see talk by R. Voicu,
Thu, 26th, parallel session 4

see poster by C. Grigoras,
Thu, 26th, 067
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The Shuttle Test SetUp




Shuttle Test Setup

In order to check the current status of the detectors
preprocessors, a Shuttle Test Setup has been developed, in
parallel with the production (on real data taking) setup

A different LDAP configuration is used for the Shuttle
Artificial runs are created
A dedicated MonALISA monitoring web page is filled

Working with the latest available AliRoot (ALICE Offine software for
simulation, reconstruction and analysis)

Failover tests included
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The Test Shuttle Data Flow - Schema per

Detector
Simulated files
from detectors

DAQ/DCS/
HLT TEST
FXS

Detector

Preprocessor -

TEST via Shuttle VERS N3 Reference

SHUTTLE
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The Shuttle in Production




Shuttle in Production

The Shuttle is working smoothly since December 2007
44346 runs successfully processed since then

Figures presented hereafter from Feb ‘08 up to Mar '09
(cosmics, calibration, LHC data)

Total ~90 GB
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OCDB Size

37000 files
Total size: 5.2 GB
> Much smaller than DAQ FXS

Reference Data

9500 files <

Total size: 3.2 GB Reference
Data
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Quasi-Online Reconstruction

The guasi-online reconstruction reconstructs events directly
during a run and visualizes them in the control room

Fast analysis of the data being taken

Fast visualizaion using AliEve

The ALICE Quasi-Online Reconstruction accesses to information
nheeded to steer the reconstruction via the Shuttle

1 02/09/2008
CHEP, 23rd Mar 2009 C. Zampolli




Remarks, Summary and
Conclusions




Feedback and Problems

During the development of the framework, and during data
taking, problems arose, issues came up, fixes were put in
place, new features and improvements were implemented:

Failover tests added

Mail to subdetector in case of failure

Memory monitoring

Check on the file checksum when retrieving from FXS
Proper handling of runs according to ECS logbook
Selective run type processing

Possibility to test DAs on real data, w/o writing OCDB data
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Summary and Conclusions

The Shuttle - ALICE Online-Offline Framework for the Extraction of
Conditions Data - serves as the only possible link between the data
produced in the online systems - DAQ, DCS, ECS, HLT, Trigger - and
the experiment subdetectors

The detectors’ procedures for the processing of the conditions data

and the gathering of the conditions data needed for reconstruction -
the preprocessors - are handled sequentially and independently by
the Shuttle

The Shuttle is also in charge of storing the condition data in the ALICE
Offline Condtions DataBase (OCDB)

A monitoring service - MonALISA - is used to follow the processing
A parallel test setup allows debugging of the detectors’ code

Starting from Dec 2007, the Shuttle has been running smoothly on
cosmics runs and LHC data, collecting many conditions data

The overall experience and interaction with the online systems and the
detectors has shown a high efficiency and an extreme stability of the
framework
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Back-Ups
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Preprocessor Exit States

: when a connection to one of the FXSs failed =
the preprocessor will be run again at next trigger

: the proprocessor failed processing the
current run 2> a predefined number of retries is allowed

: the preprocessor exceeded the
allowed processing time—> a predefined number of retries is
allowed

: the preprocessor exceeded
the allowed memory usage - a predefined number of
retries is allowed

Preprocessor Done: the processing ended successfully >
no retry needed ©
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Other Possible Error States

. if the retrieving of the DCS data from the DCS
archive fails 2> the preprocessor will be run again at next
trigger

. if there was an error in transferring the
conditions data to the OCDB > the preprocessor will be run
again at next trigger

Store Delayed: if the validity of the object is infinte and
some previous runs are still open 2> the preprocessor will be
run again at next trigger
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Reference DB

It is an OCDB-like database, where to store what could
be useful for a “manual” debugging of the physics data

The data stored in the Reference DB are NOT used during
reconstruction

While the OCDB objects are replicated to the various Grid
sites to make them easily accessible, the Reference data
are not
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The LDAP Shuttle Database

The Shuttle configuration parameters are read from an
LDAP database

Global configuration:

Main Shuttle runnin parameter (e.g. maximum number of retries for a
preprocessor to be run)

ECS logbook address

DCS query general parameters

MonALISA monitoring page settings (see later)
Online systems configurations:

FXS specific information
Detector configurations:

Detector preprocessor base parameters
DCS configuration (i.e. DCS AMANDA server and DPs list)

The configuration information are accessed via a dedicated
class in AliRoot
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2008-10-07 UTC (22088): SHUTTLE - rum 81990 - Process irecting cutput to SPD JSUring = mon-DA-TOF-0
« ) Red ng cutpy log m
J00R-10-07 UTC (20302): SHUTTLE - rum B1880 - Process - In parent process of 81080 - SFD: Starting FrocessonlineDelays: found source mon-DA-TOF-0
2008-10-07 UTC (22088): SHUTTLE - ProcesslurrentDetector - Retrieving values for SPD, 2 UTC (22472): SMUTTLE - run 61990 - file from X5 = /home/shuttle/SHUTTLE PROD/SHUTTLE/ temp, /TOF, TOF_01990_RUNLevel_mon-DA-TOF-0, shuttle
2008-10-07 UTC {22088): SMUTTLE - -l - Cleaning Tey ST 3 UTC (22472): TOF = run 01890 = GetFile = Retrieved file with id RUNLevel and source mon-DA=TOF-0 from DAQ to /home/shuttle/SHUTTLE FROU/SHUTTLE/ Venp,/0/ 01050/ TOF_process,/ DAL TOF_01980_K
2008-10-07 UTC {22088): SHUTTLE UpdateShutt leStatus - SPD: Cha state from Star elelays: Gat the file m..-—/,.l...ulr.fsmmv RO SHUTTLE/ t eeps/6 81590,/ TOF_process HAG_TOF_61990_INLeve]_non-DA-TOF-0, shuttle, now we can store the Beference Data for the current Run
2008-10-07 UTC (Z208K): SHUTTLE = rum 01880 - Updateshurtlestatus = SPD; Changing state from DCSS ineDelays: Storing
2008-10-07 UTC (2208%): SHUTTLE - Fum 61990 - file from FXS = /heme,shuttle/SHUTTLE PROD/ SHUTTLE/Y : T8 object stored into file fhou.ulmrle.rsmrm_z_mwslm /TOF/Calib _61590_v01890_50, Toot
I00R-10-07 UTC (J208E): SHUTTLE - rum 61990 = file from FXS = /hee/uhatt le/SHITTLE_FROD/ SHUTTLE,Y 2): TOF - run B1B90 - GetFileSources - Querying DAQ FXS for files with id DELAYS produced by TOF
2008-10-07 11:14:51 UIC (J2088): SWUTTLE - run 81980 - CopyFileLocally - File SPDphys_run 51990 eq.0.Toot o TOF - run 81590 - GetFileSources nd 1 seurces
inebelays: The following sources produced files with the id DELAYS
[ 1 The foll duced £11 h the id
Done Tobjstring = mon-DA-TUF-0
I- SOAF 1.1 fault: SOAP-BENV:Server [no subcode]

“server:command: decrypt™

Warning [Tue Oct
1-AliTOFPreprocessn
Alishuttle: :Log

AliShuttle: :Log:

713

Alishuttle::Log
1-AlLiTOFPreprocess

Detail: cannot decrypt your command

ProcessOnlineDelays: found source mon-DA-TOF-0
2008-10-07 11
2008-10-07 11
AlITOFPreprocessor: : Frocessonlinelelays: Got the file /home/shurt]le/SHITTLE_PROD/ SHUTTLE/ temp,/8/81590,/TOF_process /MAQ_TOF_A1990_DELAYS_mon-DA-TOF-0. shuttle, now we can extract some values.
2008-10-07 11:1 k
Procenstnl ineDelays:
:Futintry: (D8 object stored into file /h h
AliShuttle: :Log: J008-10-07

:¥4 2008] GCLIENT: : Reconmect

1 UTC (22472
1 UTC {22472

SHUTTLE - run 61990 - file from FXS = /home/shuttle/SHUTTLE FROO/SHUTTLES temp, FTOF. TOF_B1990_DELAYS_mon-DA-TOF-0, shuttle
TOF = run 61880 - GetFile - Retrieved file with id DELAYS and source mon-DA-TOF-0 from DAQ to /home/shuttle/SHUTTLE FROD/SHUTTLE/ tenp/6/61980,/TOF_process/DAQL TOF_61960_DELA

154 UTC (22472): TOF - run 61590 -
& Colibration Data
le/SHUTTLE ] TLE,
11:16:54 UTC (22472): TOF - run 61880 - Processing DCS DP
Start Time = 1223376721

ind Time = 1223377498

Start Time DCS Query= 1123376437

End Time [CS Querys 1223377478

Wot computing delays according to flag set in Config entry in OCDEY

U8/ TOF/Cal b/ ParOn] iveDelay/ Rund_959995959_ve1990_s0. root

lenny. D object stored into file fhome/shuttle/SHUTTLE
:Log: 2008-10-07 11

: Storing DCS Data

FTTLE/LocalShutt
UpdateshuttleStatus

FTOF/Cal ib/DCSData/RunGi1980_619%0_vE1960 s
TOF: Chamging state from PPStarted to PPDone

4:84 UTC (22472): SHUTTLE - run 81590

Ea

] CRN Y-

2 4 | @ Mozila Firefox | Konsole [4] 4| %7 emacs@pealice1d.cem.ch 'a o () wnmoe



Cperational log for HMP, run# 61980

Status History

Event time

07 10.200813:49:08

07102008 13:39:08

FFEmr

07.10.2008 13:39:08

PFStaned

07102008 13:39:05

CCSSated

07 10.200813:38:54

Staned

07102008 13:28:54

FFEmr

07102008 13:28:54

PP Started

07.10.2008 13:28:52

DCSStaned

07 10.200813:28:42

Stared

OF 102008131446

FPFEmor

07.10.200813:14:46

PFStaned

07102008 13:14:44

CCSSated

07 10.200813:14:324

Stared

Successful preprocessor: 1 retry

Failed preprocessor: 3 retries

CHEP, 23rd Mar 2009

C. Zampolli

Ciperational log for TRPG, run# 61990

Event time

Status

07 102008131747

Done

07 10.200813:17:43

StomeStarted

07.10.200813:17:43

FPDOone

07102008 13:17:40

PF&Staned

07 102008131736

CCESStaned

07 10.200813:17:36

Stared




Some Numbers - DCS FXS

starting from mid Feb ‘08

Detector N. of files | Total size (MB) | % files processed
GRP TINING/ 57.3 36%
TOF 2497 187.7 44%
TPC 76 19.98 1%
TRD 576 967.94 34%
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>
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o

CHEP, 23rd Mar 2009 C. Zampolli




OCDB Size

12500 files in LHCO8d > 1.4 GB
LHCO8c: 2 GB > 11700

LHCO8b: 4200 = no size available
LHCO8a: 9000 - no size

Average OCDB file 140 kB

1.8 GB estimated for LHCO8b + a
N. Total files 37000 with 5.2 GB

CHEP, 23rd Mar 2009 C. Zampolli




OCDB

The Offline Condition DataBase is not a relational database,
but a list of entries in the AliEn file catalogue that point to

root files which are stored in the Grid
Interface classes part of the ALICE Offine software AliRoot

Main characteristics of the entries:
ROOT objects

Run dependency

Write-once-read-many (WORM) database
Automatically controlled of the versioning

CHEP, 23rd Mar 2009 C. Zampolli




Some Numbers - DAQ FXS

starting from mid Feb ‘08

n. Files in n. of processed Total size % files
valid runs files in valid runs (MB) processed

FMD 449 449 Sl 100%
GRP 15192 8549 15182 56%
HMPID 9594 4783 1604 50%
MCH 4120 3036 8938 74%
MTR 218 149 16 68%
PHS 1461 536 30246 37%
PMD 435 221 96 51%
SDD 905 621 25045 68%
SPD 4658 SHSs 363 80%
SSD 1021 925 5484 91%
TO 1420 753 580 53%
TOF 295 1805 1530 82%
TPC 3469 2975 2115 86%
TRD 1949 895 191 20%

VO ) 37 109 5%

Detector

CHEP, 23rd




