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Abstract. Decision tree learning constitutes a suttable approach to classification due to its ability to
partition the input (variable) space into regions of class-uniform events, while providing a structure
amenable to interpretation (as opposed to other methods such as neural networks). But an inherent
limitation of decision tree learning is the progressive lessening of the statistical support of the final
classifier as clusters of single-class events are split on every partition, a problem known as the
fragmentation problem. We describe a software svstem called DTFE (Decision Tree Fragmentation
Evaluator) that measures the degree of fragmentation caused by a decision tree learner on every
event cluster. Clusters are found through a decomposition of the data using a fechnique known as
Spectral Clustering. Each cluster is analyzed in terms of the number and type of partitions induced
by the decision tree. Our domain of application lies on the search for single top quark production, a
challenging problem due to large backgrounds (similar to Wjeis and 1 i events), low energetic

signals, and low number of jets. The output of the machine-learning software tvol consists of a series

of statistics describing the degree of classification evvor attributed to the fragmentation problem.

Introduction
Decision tree learning algorithims stand as a popular non-parametric

approach to classification; the general idea is to have the input or variable
space iteratively partitioned into smaller regions until each region exhibits

an approximately uniform class distribution. Decision tree learning
algorithms have gained increasing acceptance in the physics community

because of several factors: the user is relieved from establishing parametric

model assumptions; the output is amenable to interpretation; accuracy

performance tends to be competitive when compared to other techniques;

and CPU cost during training is relatively low. Nevertheless, an inherent
limitation exists, also known as the fragmentation problem, in which the
continuous partitioning of the training set at every tree node reduces the
number of examples (i.e. the statistical support) at lower-level nodes [1].
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Experiments on Single Top Quark Production

We performed a pre-processing step before actual analysis. To avoid the class
imbalance problem we enforced all signal and background samples to have the
same size.

This introduces an assumption of equal priors on the classes that may come
unwarranted; nevertheless it helps in avoiding multiple misclassifications on
classes represented by small samples.
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Summary and Conclusions

DFTE, Decision Tree Fragmentation Evaluator, is a system that measures the

degree of fragmentation exerted by a decision tree classitier on a particular
input-output distribution.

The DFTE system outputs a set of statistics that provide useful information on the
quality of the decision tree model.Our goal is to understand the behavior of a
decision tree classifier under different input-output distributions.

It is important to determine when a classifier is unable to improve on accuracy,
either because it is close to Bayes error or because the bias imposed by the classifier
is high, and the best chosen model is far from the true concept.
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