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» The continue growth of the facility, the diverse needs of the scientific
problem and increasingly prominent role of distributed computing
requires RACF to change from a system-based to a service-based SLA
with our user communities.

> SLA allows RACF to coordinate more efficiently the operation,
maintenance and the development of the facility by creating a new,
configurable alarm management that automates service alerts and
notification of operations staff.
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® The SLA records a common understanding about services, priorities,
responsibilities, guarantees.

® Each area of service scope should have the ‘level of service' define.

® The agreement relates to the service that users receives and how the
service provider delivers that service.
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> Establish the services
- Specify the catalog of the services that are provided and the corresponding
components including applications, infrastructure and other business functions.

» Service standards

- Include concepts like availability, reliability as well as response and resolution times.
> Roles and responsibilities

- Designate everyone's responsibilities in the SLA

» Service level management

- Person who are responsible for IT service management, who are responsible to

take further actions when incidents are due.
> Evaluation criteria

- Determine how well the computing facility is performing
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® Facility operation is a manpower-intensive activity in RACF

® Sub-groups responsible for systems within the facility (tape storage, disk
storage, linux farm, grid-computing, network, etc)

® Some groups may have their own monitoring systems, different monitoring
mechnism.

® Facility systems were classified into 3 categories: non-essential, essential and
critical. Critical components are covered 24*7 year-round, essential components
have built-in redundancy/duplication, addressed in the next business day. Non-
essentials are addressed in the next business day.

® Staff provide primary coverage during normal business hours, operators contact
on-call person during off-hours and weekends.
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Introduce the concept of SLA, have the new service categories defined, with all
service components mapped out to each category as well as have service
dependencies being defined. Merge the monitoring within different groups into 1
system.

Classify the services into new levels - Critical, High availability, Medium availability,
Low availability. define the standard such as availability, response time, resolution
time.

Designate the roles and responsibilities to each service component including service
level managers who coordinate the operations and take further actions when

problems are not addressed.

Set up evaluation criteria to determine how well the facility is performing.
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Nagios Updates SLA database

SLA generate the tickets
assign the technician

Notify/Page the technician
if necessary

Escalate the case based
on the rules

Problem resolving
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> Monitoring system
- Redhat Enterprise 5.3,
- Nagios V3.x

> SLA

- Redhat Enterprise 5.3
- mysql Server V5.0

- Python V2.4

> Ticketing system
- Redhat WS 4.x
-RT V345
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[Rule-Name]

host: hosthame
service: service
hostgroup: #RE compatible field (default ‘any’)

queue: HRT Queue

owner: #RT ticket owner (default queue owner)

priority: #RT ticket priority (default 'none’)

auto_up: #0/1 to indicate if paging should occur (default '0")

firstContact:  #First person to page, can be pager #, or rt name (default disabled)
secondContact: #Second person to page, can be pager #, or rt name (default disabled)

importance: #0-10, only used if more than one rule applies to a host & service (default 0)
Examples:

[Thumpers ]

hostgroup: Thumper_Servers_*

service: FM_faulty

Priority: 1

queue: GCE

owner: mizuki

firstcontact: mizuki

secondcontact:  smithj4
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® Merge SLA to RT due to the close relationship between SLA & RT.
® Change the notification method from Nagios to SLA to avoid user
misbehave. Reading directly from Nagios object cache to keep the

consitancy and accuracy.

® Enhance the rule engine in order to deliver more efficient/informative
alerts.

® Enhance the Web UI to give the visual outlook of the condition of the
infrustrature.
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