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Introduction

» Establishing efficient and scalable operations of the CMS
distributed computing system requires proper integration,
commissioning, scale testing and monitoring of

» Underlying computing infrastructure
» The data and workload management tools
= The computing workflows

* Fill the gap between computing development and operations

= Computing challenges revealed the need for a sustained effort
on computing integration and commissioning activities in CMS

= Task Forces

= Campaigns

= End-to-End tests

* Tools and Procedures
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WLCG Computing

cms Wi Grid Infrastructure

detector

300MB/s

50-250MB/s
(agg. 500MB/s)

~50k jobs/day

~200k jobs/day

Tier-0 7 Tier-1s ~50 Tier-2s

(the accelerator centre) (“online” to the DAQ) in ~20 countries
Data acquisition & initial processing High availability centres End-user physics analyses
Long-term mass data storage Custodial mass storage of share of data Detector Studies
CMS CERN Analysis Facility Data reconstruction and reprocessing Monte Carlo Simulation = Tier-1
(latency critical data processing, high priority analysis) Data skimming & selection
D|Str|but|0n Of data 9 Tier'l centres D|Str|bute ana'ys|s data 9 Tier_ZS
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Computing Challenges

» CMS has undertaken periodic challenges of increasing scale
and complexity to test its computing model and Grid systems

» Performance values measured, problems identified, feedback
into the design, integration and operation provided

= DCO04 (2004), SC3 (2005), SC4 & CSA06 (2006), CSA07, CCRCO08/CSA08
= Lots of lessons learnt

José Hernandez

Sustainable operations difficult to achieve

Robustness to deal with intrinsic unreliability of distributed computing
Need continuous reliability and scaling tests

Continuous validation of computing infrastructure and tools

Tuning and finding operating points takes time

Better integrated monitoring

Need to improve reliability and performance of data access
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Processing And Data Access Task Force

* Need for a sustained effort on computing integration and
commissioning activities

= Processing And Data Access (PADA) Task Force

» Validating the infrastructure for organized processing and user analysis
including the sites and the workload and data management tools

» Validating the distributed production system by performing functionality,
reliability and scale tests

» Helping sites to commission, configure and optimize the networking
and storage through scale-testing data transfers and data processing

» [mproving the efficiency of accessing data across the CMS computing
system from global transfers to local access
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PADA Task Force Activities

= Data Transfers commissioning
» Poster [205] J. Letts et al. “Debugging Data Transfers in CMS”

= Site commissioning
= Poster: [292] J. Flix et al. “The commissioning of CMS sites: improving site
reliability”
= Distributed Production and Analysis Systems commissioning

= Talk: [139] G. Codispoti et al. "Use of the gLite-WMS in CMS for production
and analysis”

= Talk: [220] S. Padhi et al. “Use of glide-ins in CMS for production and analysis”

» Poster: [213] A. Fanfani et al. “Commissioning Distributed Analysis at the CMS
Tier-2 Centers”

= Monitoring

» Poster [275] P. Saiz et al. “Generic monitoring solution for LHC site
commissioning activity and LHC computing shifts”
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Commissioning data transfers

* CMS needs to have working TO — T1 < T1 < T2 links

Tier-0 — Tier-1: to export raw and prompt-reconstructed data

Tier-1 « Tier-1: for synchronization of AODs after data reprocessing
Tier-1 — Tier-2: for distribution of data to be analyzed at Tier-2 sites
Tier-2 — Tier-1: to upload Monte Carlo events generated at Tier-2 sites

= Debugging Data Transfers (DDT) task force

José Hernandez

Active since July 2007, defined the metrics, provided a procedure
and tools to test transfer links and assisted sites in solving problems

Use PhEDEX data transfer load generator

Commission links in Debug instance before activation in Production
» 20 MB/s sustained for 24h for TO — T1, T1 &T1and T1 — T2 links
= 5 MB/s sustained for 24h for T2 — T1 links

Lots of problems found and fixed: configuration (PhEDEX, FTS, SRM,
gridF TP, network, SE), I/O bottlenecks

Extremely useful activity
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DDT Task Force

= Significant increase in production data transfer quality and throughput

CMS PhEDEXx - Transfer Quality
103 Weeks from Week 09 of 2007 to Week 09 of EDDQ

TO=>T1

T1=>T1

T1=>T2

T2=>T1

Sep 2007

Sep 2008

Mar 2008 Jun 2008

| | 1 | |
0% 10% 20% 30% 40% 50% B60% 70% B80% S50% 100%
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PhEDEXx Data Transfer System

Average data transfer volume

Expected burst level in the first year

1000 = 60 PB transferred over the
3 WAN in the last 2 years
2 . = Routine WAN transfers of
% ~50-100 TB/day (1-2 GB/s)
S = ~ 30-40 TB/day backfill

- transfers (~500 links)

‘ » Transfer system scales well

mDCO4 mSCZ2 mS5C3 mSC4 wmCSA06 ([Debug MWLoad test EGeneral MWCCRCO8

CMS PhEDEXx - Transfer Volume CMS PhEDEXx - Transfer Volume
120 : . 45 Days frtl)m 2009—01—20ltc 2009—03—06l : 10 45 Days from 2009-01-20 to 2009-03-06
_|Production 100 TB/day |

o
=1

@
=1

Data Transferred [TB]




Site Commissioning

= CMS distributed computing requires stable and reliable
behavior of the underlying infrastructure at all times

» Heterogeneity and different amount of computing resources and support level

= Site Monitoring framework to track site readiness
= CMS SAM tests
= Jobs sent to sites to test specific services
= JobRobot job load generator
= Simple jobs reading data
» Data transfers
» Transfer quality and commissioned links
= Site readiness metrics established to guarantee data
processing can be performed efficiently and reliably
= Site Status Board
» Production and analysis using ‘good’ sites

José Hernandez CTiemak CMS Computing Integration CHEP’09, 23-27 March 2009 10



Site Readiness: SAM tests

= Site Availability Monitoring — CMS SAM tests

= High priority jobs submitted every hour
» Test CE, SE, experiment software, conditions cache, data read, stage out, etc
» Require daily availability > 80% for T2s and > 90% for T1s

Site Availability, last 31 days Site Avallability

30 Days from 2009-02-03 to 2005-03-05

F e F T2 AP To_n_CERN
Sitename Service Type Service Name T2 5B oRE 118 T1DE 12K
T1 DE_FZK CE T2_FR_CONIPS T1_ES_AC
— = T2_IT Legrars Th_FR_COMZPI
T2_FR_GRIF_IRFU TIIT_CHaF
TI_Uk_SGrid_Bristel g T1_TW asoc
T2_EE_Estonia £ T1_UK_RAL
T1_FR_CONZEY 4 T1_US_FHAL
T1_US_FNAL - T2_AT Vienna
T1_ES_mC - T2_BL_ML
T2_US_Webrass E T2_BE_uaL
To_Cn_ciRn E T2_BR_SPRACE
SRMv2 T2__n ] T2_88_UER
T2_CN_Beling E TI_cH_CSCs
T1_ES_FIC CE T2_Us_Caltech - T2_CH_Bewng
- - T2_U5_flarida - T2_DE_DESY
T2_ES_CIEMAT E T2 DE_RWTH
T2_BE UL - T2_EE_Estonia
T2 _US_LICSD - T2_Is_cmMar |7
T2_US_Purdue - T2_ES_IFCA
T2_CH_C8CE E T2_61_mie
TI_IT_Bani - T2_FR_COMZPY
SRMv2 1 UK R - T2_FR_GRF_INFU
T2_BA_SPRACE - T2_FR_GRIF_LLR
T1 FR_CCIN2P3 CE T2_FRL_IPC E TR RHC| T
TI_HU_Budnpess L T2 HU_Budapest
T2_BE_IIHE - TN TER |
TI_IT_CHaF E T2 _Bari
SEMv2 TI_UK_SGrid RALPP 4 T2_IT_Legnaro
T2IT Pisa E TIIT Pisa
TLIT CNAF CE T1_DE_FIK - T2_IT_Rome |77
T2_us_pm L T2_KR_KNU
T2 KR kU [ E T2_PL_Warsaw
T2_DE_DES' E T2_PT_LIP_Cairbra
T2_UsS_Wise E T2_PT_UIP_Lisban
TI_AT W - T2_pu_HER
SEMv2 T2 UK London B - Ta_pme|
T2_PU_TEP E T2__ITER
T2_OE_WWTH ] L TI_RU_JINR
T2 AL Wareaw 1 L TI_RU_Pan
T1_TW_ASGC CE T3_RR_UER) ] - 2R wa|
T2_TW_Taiwan ] E T2_Ru_SINP
T2_FT_UP_Lisbon [ 1 - T2 TR METU|TTT
T2_u_sme B 1 E T2_TR_ULAKBIM
T2_Au_ARc_k [ 1 E T2_TW_Tatwan| 7
TI_TW_ASGC | - T2_UA_KET
T2 IN TR = ] q  Ti_UK_Lenden_Brunel
T2 ES FCAE ] L T2_UK_Lendon_IC
SRMv2 T2 TR METUE 1 - T2_U_SGrid_Brstl| T
T2_UK_Londen i | 1 - TZ UK SGrig RALPP
T1_UK_RAL CE T2 ua et E T2_US_Cattech
T2 PhPiL 1 T2_US_Florida
T2_AL_wA L L T2 Us MIT
T2_TR ULaxBiMb L T2_US_Nebraska
SRMv2 T2_IT Moame o E T2_Us_Purdus
T2_RU_IHER - T2_US_UCSD
T1_US_FNAL CE T2_PT_UP Coimbea X X . . 1 T2_us_Wiscensin|
20 £ w ] Too T T z0ee4f 03
T T T T T T
SRMv2 % 10% 20% 0% 40% 50% 80% 70% 20% 90% 100%  oup 10% 20% 0% 0% 0% 0% 70% 20% 0% 100%
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Site Readiness: JobRobot

= Job Robot load generator

Quality Map for the JobRobot
30 Days from 2009-02-03 to 2009-03-05 UTC

TO_CH_CERN
T1_DE_FZK
T1_ES_PIC
T1_FR_CCINZP3
T1IT_CNAF
T1_TW_ASGC
T1_UK_RAL
T1_US_FNAL
T2_AT_Vienna
T2_BE_IIHE
T2_BE_UCL
T2_BR_SPRACE

T2cHeses ||

T2_DE_RWTH
T2_EE_Estonia
T2_ES_CIEMAT
T2_ES IFCA
T2_FR_GRIF_IRFU
T2_FR_GRIF_LLR
T2_FR_IPHC
T2_HU_Budapest
T2_IN_TIFR
T2_IT_Bari
T2_IT_Legnaro
T2_IT_Pisa
T2_IT_Rome
T2_KR_KNU
T2_PL_Warsaw
T2_PT_LIP_Lisbon
T2_RU_ITER
T2_RU_INR
T2_RU_RRC_KI
T2_RU_SINP
T2_TR_METU
T2_TW_Taiwan
T2_UK_Londan_Brunel
T2_UK_Londan_IC
T2_UK_SGrid_RALPP
T2_US_Caltech
T2_US_Florida
T2_Us_MIT
T2_US_Nebraska

Tz us Purdue | ||
T2_US UCSD

T2_Us Wisconsin ||
T3_UK_Londan_QMUL : :
T2_UK_London_RHUL H H

T2_FR_GRIF_LLR
T2_FR_IPHC
T2_BE_UCL
T1_US_FNAL
T2_FR_GRIF_IRFU
T3_UK_London_RHUL
T2_ES_CIEMAT
TO_CH_CERN
T2_Us_MiT
T2_RU_JINR.
T2_IT_Legnaro
T1IT_CNAF
T2_Us_UCsD
T2_IT_Pisa
T2_PT_LIP_Lishon
T2_BR_UER]
T2_CH_Beijing
T2 CHCSCS
T2_US Caltech
T1ES PIC
T2_DE_RWTH
T1_FR_CCINZP3
T2_US_Nebraska
T2_UK_London_Brunal
T2_BR_SPRACE
T2_US_Wiscansin
T2_US_Florida
T2_BE_IIHE
T2_HU_Budapsst
T2_UK_SGrid_RALPP
T2_TW_Taiwan
Tz_US_Purdus
T2_IT_Bari
T2_DE_DESY
T2_EE_Estonia
T2_PL_Warsaw
T1_DE_FZK
T1_UK_RAL
T1_TW_ASGC
T2_AT Vienna
T3_UK_London_QMUL &
T2_KR_KNU & ]
T2_ES IFCA | ]
T2_RU_ITEP = |
T2_UK_London_IC = ]
T2_TR_METU |= |
T2_RU_RRC_KI [

TZIN_TIFR [
T2_RU_SINP
T2_IT_Rome . . X

Quality Ranking for the JobRobot last 30 days

2008-02-03 2008-02-06 2008-02-09 2009-02-12 2009-02-15 2009-02-18 2009-02-21 2009-02-24 2009-02-27 2000-03-02 2000-03- o 20 a0 60

M
20 100

0% 10% 20%
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Site Readiness: data transfers

T1_DE_FZK_Buffer to T1_CH_CERN_Buffer
T1_DE_FZK_Buffer to T1_ES_PIC_Buffer
T1_DE_FZK_Buffer to T1_FR_CCIN2P3_Buffer
T1_DE_FZK_Buffer to T1_IT_CNAF_Buffer
T1_DE_FZK_Buffer to T1_TW_ASGC_Buffer
T1_DE_FZK_Buffer to T1_UK_RAL_Buffer
T1_DE_FZK_Buffer to T1_US_FNAL_Buffer
T1_ES_PIC_Buffer to T1_CH_CERN_Buffer

. . T1_ES_PIC_Buffer to T1_DE_FZK_Buffer
TI e r_2 S . > 4 d Own I I n kS fro n T1_ES_PIC_Buffer to T1_FR_CCIN2P3_Buffer
L T1_ES_PIC_Buffer to T1_IT_CNAF_Buffer

T1_ES_PIC_Buffer to T1_TW_ASGC_Buffer
T1_ES_PIC_Buffer to T1_UK_RAL_Buffer

H . - T1_ES_PIC_BEuffer to T1_US_FNAL_Buffer
u eq u I re l I I I n I l I I u l I I n u l I l ET]_FR_CCINEPB_BuﬂermTl_CH_CERN_Buﬂer
T1_FR_CCINZP3_Buffer to T1_DE_FZK_Buffer
T1_FR_CCINZP3_Buffer to T1_ES_PIC_Buffer
th h I d T1_FR_CCINZP3_BEuffer to T1_IT_CNAF_Buffer
re S O T1_FR_CCINZP3_Buffer to T1_TW_ASGC_Buffar
T1_FR_CCINZP3_Buffer to T1_UK_RAL_Buffer
T1_FR_CCIN2P3_Buffer to T1_US_FNAL_Buffar
] T1_IT_CHAF_Buffer to T1_CH_CERN_Buffer
Count production and deb mrewsinsce
.
exercised at 0.5 MB/s)
:
0 L] L]

50% of the active links at | s oenocmcme
T1_TW_ASGC_Buffer to T1_ES_PIC_Buffar
T1_TW_ASGC_Buffer to T1_FR_CCIN2P3_Buffer
T1_TW_ASGC_Buffer to T1_IT_CNAF_Buffer
* Enough to detect systemi rrsscomeonimion
T1_TW_ASGC_Buffer to T1_US_FNAL_Buffer
T1_UK_RAL_Buffer to T1_CH_CERN_Buffer
T1_US_FMAL_Buffer to T1_CH_CERN_Buffer
T1_US_FNAL_Buffer to T1_DE_FZK_Buffer
T1_US_FNAL_Buffer to T1_ES_PIC_Buffar
T1_US_FNAL_Buffer to T1_FR_CCIN2ZP3_Buffar
T1_US_FNAL_Buffer to T1_IT_CNAF_Buffer
T1_US_FMAL_Buffer to T1_TW_ASGC_Buffer
T1_US_FNAL_Buffer to T1_UK_RAL_Buffar

* Require minimum numbe
Tier-1s: 2 20 downlinks to

|
|
T1_IT_CNAF_Buffer to T1_ES_PIC_Buffer

T1_IT_CNAF_Buffer to T1_FR_CCINZP3_Buffer
T1_IT_CNAF_Buffer to T1_TW_ASGC_Buffer
T1_IT_CNAF_Buffer to T1_UK_RAL_Buffar
T1_IT_CNAF_Buffer to T1_US_FNAL_Buffer
T1_TW_ASGC_Buffer to T1_CH_CERN_Buffer
T1_UK_RAL_Buffer to T1_DE_FZK_Buffar
T1_UK_RAL_Buffer to T1_ES_PIC_Buffer
T1_UK_RAL_Buffer to T1_FR_CCINZP3_Buffer
T1_UK_RAL_Buffer to T1_IT_CNAF_Buffer
T1_UK_RAL_Buffer to T1_TW_ASGC_Buffer
T1_UK_RAL_Buffer to T1_UUS_FNAL_Buffer

= Use transfer quality inforr

CMS PhEDEX - Transfer Quality
30 Days from 2009-02-04 to 2009-03-06

i
2009-02-02009-02-0R008-02-1R009-02-12009-02-1R009-02-1R009-02-22009-02-222009-02-282009-03-02009-03-

0% 10%

20%
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L 1 L L 1
30% 40% 50% 60% 70%

80%

90% 100%
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Site Readiness: putting all together

[ | CO”eCt and d iSpIE Quality Ranking for T2 Site Readiness last 15 days ition in S ite

T2_CH CSCS
T2_PK_NCP

Status Board

T2_FR_GRIF_LLR
T2_BE_UCL

= Developed by AF =72
p y T2_DE_DESY

T2_EE_Estonia

T2_US Florida
T2_FR_GRIF_IRFU
T2_IT_Bari

T2_US_Nebraska
T2_Us_UCsD

T2_ES_CIEMAT

T2_US_Wiscansin

T2_HU_Budapsst
T2_CN_Beijing

T2_Us_MIT

eeva)

T2_UK_Londen_Brunel

T2_UA_KIPT

T2_TW_Taiwan

T2_PT_LIP_Lisban

— T2_BR_UER]

Daily Metric:-

Maintenance:
Job Robot:

T2_KR_KNU
T2_ES_IFCA
T2_AT Vienna
T2_FR_GRIF_LPNHE
T2_TR_METU
T2_RU_PNPI
T2_PT_LIP_Coimbra
T2_UK_SGrid_Bristol
T2_RU_SINP

[t AT T T TR T T TN TN N N TN N TN TN NN A NN TN N T N T T NN N TN A W 1

TZ_RU_ITER
- ags T2_RU_JINR
SAM Availability: T2 TR Ao
T2_IN_TIFR
= T2_IT_Rome
T2::uplinkT1s: e
T2 _RU_INR 1 1 L L
T2::downlinkT1s: ’ ? “ ” ”
06 S — T : 24 25 26 27
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Feb
iT; F’R C’CIN2P3 i rl.-"al n/a i
T2 FR GRIF 1RFU | (NES0EIE00) (NN comBined Icosd Gocos [N [+
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Site Readiness data

= Positive effects of site

readiness program _
Site Readiness for CMS Tier-2 sites | ¢ w

| sp
R+W (aveg last 15d)
MR {ave last 15d)

= Continuous monitoring of Grid
& CMS services at sites

» Helps production and users to
select reliable T2 sites

* 6 months of data
= Still room for improvements

# of sites
i
=]

= Task Force
= Determine usual failures

» Help sites to improve

= Feedback for robustness
of CMS tools and services

» [ncrease reliability of sites
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Commissioning Distributed Production and Analysis

= Systematic integration & validation of job management tools

= ProdAgent for production activities and CRAB (Server) for user
analysis

= Various WMS used by CMS
» gLiteWMS, condor-G and glideinWMS (pilot-based)

= Functionality, reliability and scaling tests

» |ntegration of new components of the production and analysis
systems

= Scaling tests
= 30-50 kjobs/day/instance.
» No global scaling issues. Scaling by adding new instances
= Backfill of jobs at T1s (re)running real workflows
= Continuous (scale) test of production tools and sites
» Very important activity for sites and operations team
= To be incorporated into the site readiness monitoring
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Workload Management System

CMS jobs Mar’08 — Feb’09
(6-day binning) i

handled

= ~ 150k/day reached during
computing challenges

= Backfill of fake analysis jobs
(~25k/day)

= No problems expected
scaling up the WMS system

Analysis

““”" = ~ 70k/day jobs routinely
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Grid Success Rate for Job Robot Jobs (in percentage)
100 369 Days from Week 08 of 2008 to Week 09 of 2009

20

Grid efficiency
® Monitoring jobs

0
Mar 2008 Apr 2008 May 2008 Jun 2008 Jul 2008 Aug 2008 S5ep 2008 Oct 2008 Hov 2008 Dec 2008 Jan 2008 Feb 2009 Mar 2008

Grid Success Rate for Production Jobs (in percentage)
100 369 Days from Week 08 of 2008 to Week 09 of 2009

94%

= Monitoring jobs
success rate ~ 85%

Application Success Rate for Job Robot Jobs (in percentage)
369 Days from Week 08 of 2008 to Week 09 of 2009

Application efficiency

Monitoring jobs

Mar 2008 Apr2008 May 2008 |un 2008 Jul 2008 Aug 2008 Sep 2008 Oct2008 Nov 2008 Dec 2008 |an 2008 Feb 2009 Mar 2009

Grid efficiency
Production jobs

0
Mar 2008 Apr2008 May 2008 |un 2008 Jul 2008 Aug 2008 Sep 2008 Oct 2008 Hov 2008 Dec 2008 |an 2009 Feb 2008 Mar 2009

Grid Success Rate for Analysis Jobs (in percentage)
1 369 Days from Week 08 of 2008 to Week 09 of 2009
T

= Global production
job efficiency ~ 80%

» Failed jobs automa-
tically resubmitted

= |nefficiency impacts
latency

o ]-..T, ' I'

- Grid efficiency
Analysis jobs

o
Mar 2008 Apr2008 May 2008 Jun 2008 |ul 2008 Aug 2008 Sep2008 Oct2008 Nov 2008 Dec 2008 Jan 2009 Feb 2009 Mar 2009

Thanks Julia Andreeva for providing the plots
José Hernandez CTiemalk

s

1 81%
—>

= Global User Analysis
job efficiency ~ 60%

= Dominated by
remote stage out

0
Mar 2008 Apr2008 May 2008 |un 2008 Jul 2008 Aug 2008 Sep 2008 Oct2008 Nov 2008 Dec 2008 Jan 2008 Feb 2008 Mar 2008

Application Success Rate for Production Jobs (in percentage)
369 Days from Week 08 of 2008 to Week 09 of 2009
AT

Application efficiency
Production jobs

Application Success Rate for Analysis Jobs (in percentage)
369 Days from Week 08 of 2008 to Week 09 of 2009
T

Application efficiency
Analysis jobs

0
Mar 2008 Apr 2008 May 2008 Jun 2008 Jul 2008 Aug 2008 Sep 2008 Oct2008 Nov 2008 Dec 2008 Jan 2009 Feb 2000 Mar 2009

CMS Computing Integration
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Other integration activities

* Analysis Support Task Force
= |[mprove reliability of analysis jobs
= Analysis of failures, user support/feedback, improve monitoring, etc
» Transition to Analysis Operations computing group
= See talk: [207] J. Letts et al. “CMS Analysis Operations”

» |[ntegration/commissioning campaigns
= Optimize manpower and focus effort of various computing groups
» Rollout of data consistency tools, rollout and scale testing of
components of the production/analysis systems, etc
* Planned end-to-end tests for 2009

» Consistent handling of luminosity and data quality from data
(re)processing to analysis

» Continuous reprocessing/skimming at T1s via backfill workflows
» Reprocessing pre-staging data from tape

José Hernandez CTiemak CMS Computing Integration CHEP’09, 23-27 March 2009
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Summary

* |ntegration & commissioning activities crucial for bringing the
CMS distributed computing system into scalable operations

= Computing Challenges, Task Forces, Campaigns, End-to-End tests
and continuous computing integration activity

» |Load generator tools (data transfers and jobs) very useful

= Data and Job Management systems scaling well
» Routine large scale data transfers and job submissions
= Continuous improvement in reliability and robustness of sites and toois

* Production/Analysis tools, Operations and Sites have greatly
benefited from the Computing Integration & Commissioning
Program
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