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Glide-in based WMS Glide-in based WMS 
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Glide-ins are Grid jobs that start regular Condor daemonsGlide-ins are Grid jobs that start regular Condor daemons

i.e are pilots implemented with Condori.e are pilots implemented with Condor

Glide-in WMS is an autonomous glide-in submission systemGlide-in WMS is an autonomous glide-in submission system

Uses GSI authentication for all interactions with Condor daemons over the networkUses GSI authentication for all interactions with Condor daemons over the network



Scalability of glideinWMS Scalability of glideinWMS 

Using a test setup the glide-ins along with clients (user jobs) were tested intensively

For details:

 ““Interoperability and Scalability within glideinWMS” Interoperability and Scalability within glideinWMS” 

by D. Bradley, ID-218, CHEP 09.

Scaled up to running 22,000 – 25,000 clients/jobs in parallel

Submitted more than 500K jobs, running on average of 3 hour duration 
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Use of glideinWMS for DATA ReprocessingUse of glideinWMS for DATA Reprocessing
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Use of glideinWMS for DATA ReprocessingUse of glideinWMS for DATA Reprocessing

TB TB

ReconstructionReconstruction

CERN Tier-0CERN Tier-0

TB

Skimming Re-processing - T1sSkimming Re-processing - T1s

TB

Skimming Re-processing - T1sSkimming Re-processing - T1s

RAW + RECO+AODRAW + RECO+AOD

 Tier-1s receive a continuous stream of RAW and reconstructed data

 Data skimming and re-reconstructions are performed at the Tier1s.

 Data transfers are managed by PhEDEx

 Description of Data files organized in blocks are kept in global DBS

 ProdAgent, is used to Skim and re-process  uses glideinWMS

 Late binding features in glide-ins provides a homogeneous pool of T1 resources 

Ensures proper CMSSW ENV, publishes installed Versions at the site/WNs

Provides reliability in reprocessing jobs/workflows (Shields from faulty WNs)
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DATA Reprocessing @ Tier1sDATA Reprocessing @ Tier1s
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Results shown starting Jan 2009: Overall very good efficiency !!! Results shown starting Jan 2009: Overall very good efficiency !!! 



DATA Reprocessing @ Tier1sDATA Reprocessing @ Tier1s

FNAL T1 Only        
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Data Reprocessing, skimming, merging etc. requires a large number of resources

Many of the task workflows are short jobs.

CEs can afford a rate ~ 0.1Hz submissions (I. Sfiligoi, ID 216, CHEP 07)

 - In order to fill 6000 CPUs will require 16.67 hours.

Allow “long” lived glide-ins 

– each can pull jobs sequentially until expiry of their lifetime/proxy

- Scalable solution required at FNAL in order to “fill” the resourcesScalable solution required at FNAL in order to “fill” the resources

Prodagent can use glideinWMS in a production mode for all reprocessing activitiesProdagent can use glideinWMS in a production mode for all reprocessing activities



Events processed using glideinWMSEvents processed using glideinWMS

Results shown starting Jan 2009 (80 days)  – Very successful workflowResults shown starting Jan 2009 (80 days)  – Very successful workflow
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Use of glideinWMS for DATA analysisUse of glideinWMS for DATA analysis
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Use of glideinWMS for DATA analysisUse of glideinWMS for DATA analysis

GLIDE-IN WMS

CMS Remote Analysis Builder

 - CRAB/CRABSERVER 

User MC Simulation

● CMS Remote Analysis Builder (CRAB) uses both late & early binding WMS

    - On early binding – See talk by Giuseppe CODISPOTI, ID-139, CHEP 09 

● Interacts with data discovery services (DBS and DLS) to split task into smaller jobs
● Provides input to the WMS the SE names
● SE to CE mapping is then performed using BDII
● Jobs with “DESIRED_Gatekeepers” are then matched via glideinWMS
● Gfactory sends glide-ins to the desired sites.
● Once the glide-ins ensure the reliability of the node along with requested CMSSW

- Jobs directly flow to the Worker Node
● BOSSLite is used to interact:

- with the glideinWMS scheduler to provide instantaneous updates

T2 Site T2 Site T2 Site T2 Site
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Analysis experience during CCRC-08Analysis experience during CCRC-08

Various analysis exercises were performed during CCRC-08

Goal was to gain overall understanding (See - A. FANFANI, ID 213, CHEP 09)

- of the performance and readiness of the CMS Tier-2 sites for data analysis

CRAB client using glideinWMS and gliteWMS were used

Site performance was evaluated based on increasing in complexity of the jobs

Long running CPU intensive jobs with moderate I/O

Long running I/O intensive jobs

Short-running jobs with local stage out of O(10MB) files

 Over 40 sites across EGEE, OSG and Nordugrid were involved

 Mix of errors at a few sites due to catastrophic storage failures

                 Overall success rate (without SE issues) ranged from 92-99% Overall success rate (without SE issues) ranged from 92-99% 

                                                                      (Based: more than 100k submitted jobs)(Based: more than 100k submitted jobs)
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Experience during CCRC-08Experience during CCRC-08
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For the first time ARC interface was used in CMS !!!For the first time ARC interface was used in CMS !!!



Integration of glideinWMS with CrabserverIntegration of glideinWMS with Crabserver

Gridftp  Gridftp  

Proxy delegation serviceProxy delegation service
- myproxy.cern.ch 

GUMS + glexec GUMS + glexec 
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See talk by D. Spiga, ID-77, CHEP 09See talk by D. Spiga, ID-77, CHEP 09

GLIDE-IN WMS

CRABSERVERCRABSERVER

Analysis flow automationAnalysis flow automation

Job SubmissionJob Submission

Error handlingError handling

Output retrievalsOutput retrievals

........

........

........

CRAB Client

GRID

Data Discovery
Packing of User local libs and Confs
Communication with the server



JobRobots using Crabserver based glideinWMSJobRobots using Crabserver based glideinWMS
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Entertaining about ~25k JobRobot jobs (span of days) !!!Entertaining about ~25k JobRobot jobs (span of days) !!!

[The Job Robot is a tool to automatically create/submit analysis tasks to the grid.]



Recent results using Crabserver and glideinWMSRecent results using Crabserver and glideinWMS
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Results from last week:Results from last week:
Running more than 3.0 K CPUs over 38 CMS T2 sites using CrabserverRunning more than 3.0 K CPUs over 38 CMS T2 sites using Crabserver



User Monte Carlo Simulation User Monte Carlo Simulation 

User MC Simulation

GLIDE-IN WMS
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Essentially http frontend for users:Essentially http frontend for users:

 Uses X509 authentication

 Creates production work flows 

 Jobs are then submitted to glideinWMS

 Once the task is finished:

 Local DBS publication



Coherent monitoring interface to the systemCoherent monitoring interface to the system
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User JobMon using glideinWMSUser JobMon using glideinWMS
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The JobMon (See: S. Sarkar, ID 259, CHEP 09S. Sarkar, ID 259, CHEP 09) enables users to track jobs in details

The input to the monitoring framework is taken from ClassAds of the glideinWMS

       - Uses X509 authentication

 -  CPU, Memory usage as a function of time

-  Provides summary information

Queries are based on various machine/job attributes:

- CEs, Submission time, CPU efficiencies are supported

Supports (after proper authentication) the users to be able to use:

- “ls, cat, top” etc on the real-time running jobs at the WNs

-  can use the pseudo-interactive tools in order to debug applications.

Similar developments from dashboard (A user-centric monitoring view)

- See:  Edward Karavakis, ID 121, CHEP 09



User JobMon using glideinWMSUser JobMon using glideinWMS
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Experience using next generation CREAM CEExperience using next generation CREAM CE
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Interoperability with CondorInteroperability with Condor

Open Science Grid

EGEE - CE

NorduGrid - CE

Condor
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grid_resource = nordugrid
(Client GAHP to use NorduGrid RSL)

grid_resource = cream https://cream:8443/grid_resource = cream https://cream:8443/

Interoperability is based on GAHP modules in CondorInteroperability is based on GAHP modules in Condor
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Condor tests with  CREAM CE (Successful Jobs)Condor tests with  CREAM CE (Successful Jobs)
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Results from last Week:



Condor tests with  CREAM CE Condor tests with  CREAM CE 

    385 LastHoldReason = "CREAM error: CREAM_Job_Cancel Error: job status does not match"

    100 LastHoldReason = "CREAM error: CREAM_Job_Purge Error: EOF detected during communication”

    234 LastHoldReason = "CREAM error: CREAM_Job_Register Error: EOF detected during communication. “

      1 LastHoldReason = "CREAM error: CREAM_Job_Status Error: EOF detected during communication. “

   2000 LastHoldReason = "Failed to create proxy delegation"

    165 LastHoldReason = "Unspecified gridmanager error"

About 25% of the jobs failed – Major source of errors are due to proxy renewal/delegationAbout 25% of the jobs failed – Major source of errors are due to proxy renewal/delegation

                Engaged with the developers – Work in progress to address these issuesEngaged with the developers – Work in progress to address these issues
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Summary and ConclusionsSummary and Conclusions
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   GlideinWMS is widely used in CMS for central data reprocessing & skimming @T1s

             - provides the capability to fill a very large number of resources quickly and   
   sustaining the usage with short jobs (~1/2 hour)

   Provides a homogeneous pool of resources over heterogeneous grid environments.

   Crab-based user analysis efficiency benefits significantly from late binding methods

   Job monitoring tools provide CMS users detailed information for their jobs:

- provides tools for users to access jobs interactively for debugging.

   Interface to the next generation CE has been created using Condor client

   Recent successful results using CREAM CE looks promising.



Appendix- Condor GAHP and  CREAM CEAppendix- Condor GAHP and  CREAM CE

Condor-GAHP (Translates the states and maps to CREAM IDs) CREAM Job StatesCREAM Job States
REGISTERED

PENDING

IDLE

RUNNING

REALLY-RUNNING

HELD

CANCELLED

DONE-OK

DONE-FAILED

ABORTED

UNKNOWN

GM_SUBMIT

GM_PENDING

GM_PENDING

GM_RUNNING

GM_RUNNING

GM_HELD

GM_CANCEL

GM_DONE

GM_FAILED

GM_ABORTED

GM_ERROR

GAHP[10522] -> '32655' 'NULL' '1' 'CREAM500503337' 'DONE-OK' '0' 'NULL'
GAHP[10522] -> '32656' 'NULL' '1' 'CREAM650881586' 'IDLE' 'NULL' 'NULL'
GAHP[10522] -> '32657' 'NULL' '1' 'CREAM323014883' 'DONE-OK' '0' 'NULL'
GAHP[10522] -> '32658' 'NULL' '1' 'CREAM897757278' 'DONE-OK' '0' 'NULL'
GAHP[10522] -> '32659' 'NULL' '1' 'CREAM901297268' 'DONE-OK' '0' 'NULL'
GAHP[10522] -> '32660' 'NULL' '1' 'CREAM101916692' 'DONE-OK' '0' 'NULL'
GAHP[10522] -> '32662' 'NULL' '1' 'CREAM854095215' 'IDLE' 'NULL' 'NULL'
GAHP[10522] -> '32661' 'NULL' '1' 'CREAM108996394' 'IDLE' 'NULL' 'NULL'
GAHP[10522] -> '32663' 'NULL' '1' 'CREAM327701067' 'IDLE' 'NULL' 'NULL'
GAHP[10522] -> '32664' 'NULL' '1' 'CREAM156148436' 'IDLE' 'NULL' 'NULL'
GAHP[10522] -> '32665' 'NULL' '1' 'CREAM758758977' 'IDLE' 'NULL' 'NULL'
GAHP[10522] -> '32666' 'NULL' '1' 'CREAM041113197' 'IDLE' 'NULL' 'NULL'
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Appendix - Condor tests with  CREAM CE (Successful Jobs)Appendix - Condor tests with  CREAM CE (Successful Jobs)
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