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THE PROPERTIES OF STRONGLY INTERACTING 
SYSTEMS ARE DICTATED BY QCD

!Asymptotic freedom subtends the quantitative success and 
predictive power of a perturbation treatment, at high momenta or 
short distances. At long distances, infrared slavery
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30 9. Quantum chromodynamics

Preliminary determinations of αs from CMS data on the ratio of inclusive 3-jet to
2-jet cross sections [259], at NLO, and from the top-quark cross section [301], in
NNLO, quote values of αs(M2

Z) = 0.1148± 0.0014(exp.)± 0.0018(PDF)+0.0050
−0.0000(scale) and

αs(M2
Z) = 0.1151+0.0033

−0.0032, respectively, indicating many new results to be expected for
inclusion in upcoming reviews.

9.3.11. Electroweak precision fits :
The N3LO calculation of the hadronic Z decay width was used in a revision of the global
fit to electroweak precision data [349], resulting in αs(M2

Z) = 0.1193± 0.0028, claiming a
negligible theoretical uncertainty. For this Review the value obtained in Sec. Electroweak
model and constraints on new physics from data at the Z-pole, αs(M2

Z) = 0.1197± 0.0028
will be used instead, as it is based on a more constrained data set where QCD corrections
directly enter through the hadronic decay width of the Z. We note that all these
results from electroweak precision data, however, strongly depend on the strict validity
of Standard Model predictions and the existence of the minimal Higgs mechanism to
implement electroweak symmetry breaking. Any - even small - deviation of nature from
this model could strongly influence this extraction of αs.
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Figure 9.3: Summary of values of αs(M2
Z) obtained for various sub-classes

of measurements (see Fig. 9.2 (a) to (d)). The new world average value of
αs(M2

Z) = 0.1185 ± 0.0006 is indicated by the dashed line and the shaded band.

9.3.12. Determination of the world average value of αs(M2
Z) :

Obtaining a world average value for αs(M2
Z) is a non-trivial exercise. A certain

arbitrariness and subjective component is inevitable because of the choice of measurements
to be included in the average, the treatment of (non-Gaussian) systematic uncertainties
of mostly theoretical nature, as well as the treatment of correlations among the various
inputs, of theoretical as well as experimental origin.

We have chosen to determine pre-averages for classes of measurements which are
considered to exhibit a maximum of independence between each other, considering
experimental as well as theoretical issues. These pre-averages are then combined to the
final world average value of αs(M2

Z), using the χ2 averaging method and error treatment
as described above. The five pre-averages are summarized in Fig. 9.3; we recall that these
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QCD αs(Mz) = 0.1185 ± 0.0006
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Figure 9.4: Summary of measurements of αs as a function of the energy scale Q.
The respective degree of QCD perturbation theory used in the extraction of αs is
indicated in brackets (NLO: next-to-leading order; NNLO: next-to-next-to leading
order; res. NNLO: NNLO matched with resummed next-to-leading logs; N3LO:
next-to-NNLO).
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!A concise Lagrangian that yet yields a wide spectrum of 
phenomenology 

!The QCD vacuum is characterized by condensates that 
spontaneously break chiral symmetry. As temperature 
increases, the symmetry is restored 

!What is the bulk behaviour of QCD? What are its 
collective features? 
!What is its phase diagram?

THE PROPERTIES OF STRONGLY INTERACTING 
SYSTEMS ARE DICTATED BY QCD (CONTN’D)

Zakopane printed on February 17, 2013 7

Fig. 4. Spatial and temporal structure of dynamically generated color fields in
a spatially one-dimensional quark-gluon plasma with an anisotropic momentum
distribution [16].

Fig. 5. Right panel: The overwhelming part of the mass of “constituent” u, d, and
s quarks in hadrons in the normal QCD vacuum are dynamically generated by
the vacuum quark condensate (bottom). This contribution to the mass disappears
above Tc and only the current mass generated by the Higgs field (top) remains.
Left panel: Current mass due to Higgs field (blue) and constituent mass due to
quark condensate (red) of the six known quark flavors. The quark mass is shown
in MeV on a logarithmic scale.

〈ψψ 〉 ≠ 0
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THE QCD PHASE DIAGRAM
!Colliding heavy-ions (large nuclei) is the only practical 

way of heating and compressing nuclear matter in the 
laboratory

4

RHIC
LHC

~ 154MeV

!Implies a time-
dependent sampling of 
the phase diagram
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WHAT IS KNOWN FROM LATTICE QCD
!Wuppertal-Budapest/hotQCD difference in Tc resolved

5

Tc determination, staggered
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I Combined extrapolation using asqtad and HISQ data sets

I The final result for the chiral transition temperature at the physical
quark masses in the continuum limit

Tc = 154± 9 MeV

A. Bazavov (UI) Quark Matter 2014 May 20, 2014 19 / 17

A. Bazavov, QM 2014

Tc = 154 ± 9MeV

Transition at µB=0 is a 
cross-over

/287
A. Bazavov[hotQCD], talk on Tuesday

Consensus of HISQ and stout results

EoS results in the continuum limit

WB

hotQCD
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EoS results in the continuum limit

AGREEMENT EXTENDS TO MAIN 
THERMODYNAMIC EQUILIBRIUM VARIABLES 

EOS @ µB=0 under control
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!The establishment of a “standard picture” of high-
energy heavy-ion collisions

Initial state Pre-equilibrium QGP Hadronization Thermal freeze-out

Glasma
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COLLECTIVITY IN RELATIVISTIC HEAVY-ION COLLISIONS

7

!The establishment of a “standard picture” of high-
energy heavy-ion collisions

Initial state Pre-equilibrium QGP Hadronization Thermal freeze-out}
Relativistic hydrodynamics

~10 − 20fm/c

Glasma



Little Bang

Initial energy
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Kinetic 
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(Chun Shen)
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Tideal
µν = (ε + P)uµuν − Pgµν T µν = Tideal

µν +π µν

Israël & Stewart, Ann. Phys. (1979), Baier et al., JHEP 
(2008), Luzum and Romatschke, PRC (2008)

!To first order in the velocity gradient: Navier-Stokes 
!To second order: 

π µν =η∇<µuν> −τπ Δα
µΔβ

νDπαβ + 4
3
π µν (∇αu

α )⎡
⎣⎢

⎤
⎦⎥

(Δµν = gµν − uµuν , D = uµ ∂µ )

is the shear viscosityη
!Measures the resistance to deformation 
!Is a fundamental property of QCD

The success of fluid dynamics modelling at RHIC and at the LHC:
The existence of collectivity

!Viscous relativistic fluid dynamics
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Relativistic hydrodynamics: An effective theory for the soft, 
long wavelength,  modes

Tid
µν = ε + P( )uµuν − gµνP

∂µT
µν = 0, + lQCD EOS

MUSIC: 3D relativistic hydro: Schenke, Jeon, and Gale, Int. J. Mod. Phys. A (2013)
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ψ n

(ε + P) ∂
!v
∂t

= −
!
∇P

Assessing collectivity further: !
The differential single-particle spectrum

d 3N
dyd 2pT

= 1
π

d 2N
dydpT

2 1+ 2 vn
n=1

∞

∑ (pT )cosn(φ −ψ n )
⎡
⎣⎢

⎤
⎦⎥

v1 = Directed flow 
v2 = Elliptic flow 
v3 = Triangular flow

∇P(⇔) >∇P(!)

Quantifying the azimuthal asymmetries

Anisotropies in coordinate space generate those in momentum space 
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The relativistic hydro, continued
Higher harmonics

dN

d�
=

N

2⇡

 
1 +

X

n

(2vn cos(n�))

!

When including fluctuations, all moments appear:

n = 2 n = 3 n = 4 n = 5 n = 6

also v1 and n > 6.

Björn Schenke (BNL) H-QM 33 / 54

Flow pattern harmonics:

The current state-of-the-art fluid dynamical modelling:
!Allows deviations from thermal equilibrium 
!Includes fluctuations of initial states event-by-event; may use 

different initial states 
!Does not explain thermalization

Gélis and Epelbaum, PRL (2013)!
Berges, Boguslavski, Schlichting, Venugopalan, PRD (2014)
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The story so far
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FIG. 7. (Color online) Comparison of vn(pT ) at RHIC using
constant η/s = 0.12 and a temperature dependent η/s(T ) as
parametrized in [33]. Experimental data by the PHENIX [1]
(open symbols) and STAR [35] (preliminary, filled symbols)
collaborations. Bands indicate statistical errors.
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FIG. 8. (Color online) v1(pT ) compared to experimental data
from the ALICE [37] and ATLAS [38] collaborations.

not necessarily the only explanation. In fact, for RHIC
energies, calculated pion spectra also underestimate the
data for pT < 300MeV but v1(pT ) is well reproduced.
We present event-by-event distributions of v2, v3, and

v4 compared to results from the ATLAS collaboration
[40, 41] in Fig. 9. We chose 20-25% central events be-
cause eccentricity distributions from neither MC-Glauber
nor MC-KLN models agree with the experimental data
in this bin [41]. To compare data with the distribution
of initial eccentricities [42] from the IP-Glasma model
and the final vn distributions after hydrodynamic evolu-
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tion, we scaled the distributions by their respective mean
value. We find that the initial eccentricity distributions
are a good approximation to the distribution of experi-
mental vn. Only for v4 (and less so for v2) the large vn
end of the experimental distribution is much better de-
scribed by the hydrodynamic vn distribution than the εn
distribution. This can be explained by non-linear mode
coupling becoming important for large values of v2 and
v4.

In summary, we have shown that the IP-
Glasma+music model gives very good agreement
to multiplicity and flow distributions at RHIC and LHC.
By including properly sub-nucleon scale color charge
fluctuations and their resulting early time CYM dynam-
ics, this model significantly extends previous studies in
the literature [19, 36, 43–47]. Omitted in all studies
including ours is the stated dynamics of instabilities and
strong scattering in over-occupied classical fields that
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v4.
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FIG. 1. (Color online) Gluon multiplicity distribution in the
IP-Glasma model.
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FIG. 2. (Color online) Identified particle transverse momen-
tum spectra including all resonances up to 2GeV compared
to experimental data from the ALICE collaboration [31].

ion experiments [29]. The gluon multiplicity distribution
is shown in Fig. 1. Centrality classes are determined from
the fraction of the integral over this distribution, begin-
ning with integrating from the right. As a consequence
of implementing this centrality selection, we properly ac-
count for impact parameter and multiplicity fluctuations.

Because entropy is produced during the viscous hydro-
dynamic evolution, we need to adjust the normalization
of the initial energy density commensurately to describe
the final particle spectra [30]. The obtained pT -spectra
of pions, kaons, and protons are shown for 0-5% central
collisions at

√
s = 2.76TeV/nucleon, using η/s = 0.2,

in Fig. 2, and compared to data from ALICE [31]. The
results are for averages over only 20 events in this case,
but statistical errors are smaller than the line width for
the spectra. Overall, the agreement with experimental
data is good. However, soft pions at pT < 300MeV are
underestimated.

We determine v1 to v5 in every event by first deter-
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FIG. 3. (Color online) Root-mean-square anisotropic flow co-
efficients ⟨v2n⟩

1/2 as a function of transverse momentum, com-
pared to experimental data by the ATLAS collaboration using
the event plane (EP) method [4] (points). 200 events. Bands
indicate statistical errors. Experimental error bars are smaller
than the size of the points.

mining the exact event plane [32]

ψn =
1

n
arctan

⟨sin(nφ)⟩
⟨cos(nφ)⟩

, (1)

and then computing

vn(pT ) = ⟨cos(n(φ − ψn))⟩

≡
∫
dφf(p⊥,φ) cos(n(φ− ψn))∫

dφf(p⊥,φ)
, (2)

where f(p⊥,φ) are the thermal distribution functions ob-
tained in the Cooper-Frye approach (with additional con-
tributions from resonance decays).
We first present the root-mean-square (rms) vn(pT ) for

10− 20% central collisions and compare to experimental
data from the ATLAS collaboration [4] in Fig. 3. Agree-
ment for v2-v5 is excellent. We note that the vn from
the experimental event plane method do not exactly cor-
respond to the rms values, but lie somewhere between
the mean and the rms values. In this regard, a better
comparison is the pT -integrated rms vn to the ALICE
vn{2} results–which correspond to the rms values. Ex-
cellent agreement over the whole studied centrality range
is achieved for the experimentally available v2, v3 and v4,
as shown in Fig. 4.
We studied the effect of initial transverse flow included

in our framework by also computing vn(pT ) with uµ set
to zero at time τswitch. The effect on hadron anisotropic
flow turns out to be extremely weak - results agree within
statistical errors. Because photons are produced early
on in the collision, we expect a greater effect on photon
anisotropic flow; this will be examined in a subsequent
work. We emphasize that pre-equilibrium dynamics that
is not fully accounted for may still influence the amount
of initial transverse flow.

RHIC LHC

0.12 ≤η / s ≤ 0.21
RHIC LHC

RHIC and the LHC are viscometers!

Gale, Jeon, Schenke, Tribedy, and Venugopalan, PRL (2013)
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Hard direct photons. pQCD with shadowing 
Non-thermal

Fragmentation photons. pQCD with shadowing 
Non-thermal

Thermal photons 
Thermal

 Jet in-medium bremsstrahlung 
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Info Carried by the thermal radiation 

Emission rates:

(photons)

E+E−

d 6R
d 3p+d

3p−
=
2e2

(2π )6
1
k 4
Lµν ImΠµν

R (ω ,k) 1
eβω −1

(dileptons)

ω d 3R
d 3k

= − gµν

(2π )3
ImΠµν

R (ω ,k) 1
eβω −1

dR = − g
µν

2ω
d 3k
(2π )3

1
Z

e−βKi (2π )4δ (pi − pf − k)
f
∑

i
∑

× 〈 f | Jµ | i〉〈i | Jν | f 〉

Thermal ensemble average of the current-current correlator

Feinberg (76); McLerran, Toimela (85); Weldon (90); Gale, Kapusta (91) 

!QGP rates have been calculated up to NLO in      in FTFT: α s
Ghiglieri et al., JHEP (2013); M. Laine JHEP (2013)!

…and on the lattice:
Ding et al., PRD (2011)!

!Hadronic rates: Turbide, Rapp, Gale PRC (2009)!
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Rates are integrated using relativistic hydrodynamic 
modelling

• At low pT, spectrum dominated by thermal components (HG, QGP) 
• At high pT, spectrum dominated by pQCD

Photon Production in Hot and Dense Strongly Interacting Matter 23
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Fig. 18. The spectrum of real photons measured in Au - Au collisions at RHIC. The top panel
data is extracted following the same technique (identifying low mass dileptons with a virtual
photon) as that used for the low momentum part of Figure 13, and is for a centrality class of
0 - 20%. The data set “PHENIX (1)” is from [65], while the data set “PHENIX (2)” is from
[67]. The latter supersedes the former. The bottom panel is for a centrality class of 0 - 10%;
the higher momentum data there corresponds to a direct measurement and is from Ref. [68].
The different contributions are discussed in the main text.

RγAA(b, pT ,y) =

∫ 2π
0 dφdNγ (b)/d2pT dy

2πTAB(b)dσ pp
prompt/d2pTdy

(33)

we only consider y = 0 in this work. Also, as advertised previously, the azimuthal anisotropy
coefficient might help disentangle some of the photon sources. Both these projections of the
data are examined. In what concerns RγAA, it is first useful to isolate some of the cold nuclear
matter effects; this is done in the left panel of Figure 19. In these estimates, a considerable
effect on the nuclear modification factor is caused by neglecting the jet-plasma photons. This
amounts to a reduction of approximately 30% (at intermediate values of pT ), as seen in the
right panel of Fig. 19. The two extreme cases - where jet-plasma photons are present or not -
bracket the experimental data; the current large error bars do not permit a choice. The apparent
downward trend of the data is intriguing. Isospin contributes to this as noticed in Ref. [70], and
seen in the left panel. Notably, in the calculations presented here, the additional suppression in
RγAA originates from the fact that jets fragmenting into photons have lost energy. This consti-

Turbide, Gale, Frodermann, Heinz, PRC (2008);!
Higher pT: G. Qin et al., PRC (2009)

J.-F. Paquet PhD (2015), and to be published
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Figure 7.4: (a) Direct photon spectrum and (b) direct photon v

2

for Pb-Pb collisions atp
sNN = 2.76 GeV for 0-40% centrality. The shaded bands represent the statistical uncer-

tainty on direct photons. Statistical and systematic uncertainties on the data are represented
by bars and boxes, respectively.

most likely not hold. Then the simplifications made above would break down. This has to

be kept in mind when more exotic sources of direct photons are being investigated.

For completeness, a comparison of the two limits of v�
2

{EP}, v�
2

{2} and hv�
2

cos(n( �
2

�
 h

2

))i, is shown on Figure 7.3b. As expected, the e↵ect is around 10%.

With the clarifications from this section on the proper way of evaluation the direct pho-

ton anisotropy, comparisons with measurements can now be considered. Direct photons

calculations at the LHC are presented in the next section.

7.3 LHC

The direct photon spectrum and v

2

in Pb-Pb collisions at
p
sNN = 2760 GeV is presented

on Figure 7.4. The photon anisotropy was evaluated with Equation 7.4. The calculations

are compared with preliminary measurements from the ALICE collaboration [15, 122, 88].

The three sources of direct photon considered in this work — thermal, prompt and non-

cocktail — are shown separately on Figure 7.4a. Their sum is labelled “Direct”. Thermal

photons are the dominant source of direct photons below p

�
T = 2.5 GeV. At very low pT ,

thermal and prompt photons are again of the same size, but the unknown reliability of the

96
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FIG. 3: (color online) The fraction of the direct photon com-
ponent as a function of pT . The error bars and the error band
represent the statistical and systematic uncertainties, respec-
tively. The curves are from a NLO pQCD calculation (see
text).

distorted within the systematic uncertainties, and the
fitting procedure is applied to the distorted spectrum to
determine the systematic uncertainties in r. The sys-
tematic uncertainty due to the variation of mlow is also
included. The dominant uncertainty is the particle com-
position in the hadronic cocktail, namely the η/π0 ratio
which is 0.48±0.03(0.08) at high pT for p+p (Au + Au)
based on PHENIX measurements [17]. This corresponds
to a ≃ 7% (≃ 17%) uncertainty in the p + p (Au + Au)
cocktail for 0.1 < mee < 0.3 GeV/c2. Other sources
cause only a few percent uncertainty in the data to cock-
tail ratio.

Figure 3 shows the fraction r of the direct photon com-
ponent determined by the two-component fit in (a) p + p
and (b) Au + Au (Min. Bias). The curves represent
the expectations from a next-to-leading-order perturba-
tive QCD (NLO pQCD) calculation [18]. For p + p,
the curves show the ratio dσNLO

γ (pT )/dσincl
γ (pT ), where

dσNLO
γ (pT ) is the direct photon cross section from the

NLO pQCD calculation and dσincl
γ (pT ) is the inclusive

photon cross section. For Au + Au, the curves represent
TAAdσNLO

γ (pT )/dN incl
γ (pT ), where TAA is the Glauber

nuclear overlap function and dN incl
γ (pT ) is the inclusive

photon yield. The three curves correspond, from top to
bottom, to the theory scale µ = 0.5 pT , pT , and 2 pT ,
respectively, showing the scale dependence of the theory.
While the fraction r is consistent with the NLO pQCD
calculation [18] in p + p, it is larger than the calculation
in Au + Au for pT < 3.5 GeV/c.

The direct photon fraction r in Fig. 3 is converted to
the direct photon yield as dNdir(pT ) = r × dN incl(pT ).
The inclusive photon yield dN incl(pT ) for each pT bin
is determined from the yield of e+e− pairs for mee <
0.03 GeV/c2 using Eq. (1). Here we use the fact that in
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FIG. 4: (color online) Invariant cross section (p + p) and in-
variant yield (Au + Au) of direct photons as a function of pT .
The filled points are from this analysis and open points are
from [19, 20]. The three curves on the p + p data represent
NLO pQCD calculations, and the dashed curves show a modi-
fied power-law fit to the p+p data, scaled by TAA. The dashed
(black) curves are exponential plus the TAA scaled p + p fit.
The dotted (red) curve near the 0–20% centrality data is a
theory calculation [7].

this mass range the process dependent factor S is unity
within a few percent for any photon source.

Figure 4 compares the direct photon spectra with pre-
viously measured direct photon data from [19, 20] and
NLO pQCD calculations [18]. The systematic uncer-
tainty of the inclusive photon (14% from the uncertainty
in the e+e− pair acceptance correction[12]) is added in
quadrature with the systematic uncertainties of these
data. The p + p data are shown as an invariant cross
section using dσ = σinel

pp dN .
In this analysis we have converted the yield of excess

e+e− pairs to that of real direct photons using Eq. (1), as-

suming S = 1. This implies d2nee

dmee
= 2α

3π
1

mee
dnγ . Thus the

yield of the excess e+e− pairs for 0.1 < mee < 0.3 GeV/c2

before the conversion can be obtained by multiplying the
direct photon yield by a factor of 2α

3π log 300
100

= 1.7×10−3.
The pQCD calculation is consistent with the p+p data

within the theoretical uncertainties for pT > 2 GeV/c. A
similarly good agreement is observed for π0 [21]. The
p+p data can be well described by a modified power-law
function (App(1+p2

T /b)−n) as shown by the dashed curve
in Fig. 4. The Au + Au data are above the p+p fit curve

Texcess
ALICE (LHC) = 304 ± 51MeV

extracted using Eq. (1) and shown in Fig. 6. Fig. 6 also shows a direct-photon NLO calculation
for pp at

p
s = 2.76 TeV scaled by Ncoll [10] and an exponential fit to the low momentum part of

the spectrum. The inverse slope parameter of the exponential for 0.8 GeV/c < pT < 2.2 GeV/c
is extracted as:

TLHC = 304 ± 51syst+stat MeV. (5)

In a similar analysis, PHENIX measures an inverse slope parameter of TRHIC = 221 ± 19stat ±
19syst MeV for 0-20% Au-Au collisions at psNN = 200 GeV. In hydrodynamic models describing
the PHENIX data, the inverse slope of 220 MeV indicates an initial temperature of the QGP
above the critical temperature TC for the transition to the QGP [12, 13]. The ALICE result shows
an expected increase in the extracted temperature. This is the first measurement of a direct-
photon signal at low pT with real photons.
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ratio in Pb-Pb collisions at psNN = 2.76 TeV
for 0-40% centrality with NLO pQCD predic-
tions
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FIG. 3: (color online) The fraction of the direct photon com-
ponent as a function of pT . The error bars and the error band
represent the statistical and systematic uncertainties, respec-
tively. The curves are from a NLO pQCD calculation (see
text).

distorted within the systematic uncertainties, and the
fitting procedure is applied to the distorted spectrum to
determine the systematic uncertainties in r. The sys-
tematic uncertainty due to the variation of mlow is also
included. The dominant uncertainty is the particle com-
position in the hadronic cocktail, namely the η/π0 ratio
which is 0.48±0.03(0.08) at high pT for p+p (Au + Au)
based on PHENIX measurements [17]. This corresponds
to a ≃ 7% (≃ 17%) uncertainty in the p + p (Au + Au)
cocktail for 0.1 < mee < 0.3 GeV/c2. Other sources
cause only a few percent uncertainty in the data to cock-
tail ratio.

Figure 3 shows the fraction r of the direct photon com-
ponent determined by the two-component fit in (a) p + p
and (b) Au + Au (Min. Bias). The curves represent
the expectations from a next-to-leading-order perturba-
tive QCD (NLO pQCD) calculation [18]. For p + p,
the curves show the ratio dσNLO

γ (pT )/dσincl
γ (pT ), where

dσNLO
γ (pT ) is the direct photon cross section from the

NLO pQCD calculation and dσincl
γ (pT ) is the inclusive

photon cross section. For Au + Au, the curves represent
TAAdσNLO

γ (pT )/dN incl
γ (pT ), where TAA is the Glauber

nuclear overlap function and dN incl
γ (pT ) is the inclusive

photon yield. The three curves correspond, from top to
bottom, to the theory scale µ = 0.5 pT , pT , and 2 pT ,
respectively, showing the scale dependence of the theory.
While the fraction r is consistent with the NLO pQCD
calculation [18] in p + p, it is larger than the calculation
in Au + Au for pT < 3.5 GeV/c.

The direct photon fraction r in Fig. 3 is converted to
the direct photon yield as dNdir(pT ) = r × dN incl(pT ).
The inclusive photon yield dN incl(pT ) for each pT bin
is determined from the yield of e+e− pairs for mee <
0.03 GeV/c2 using Eq. (1). Here we use the fact that in
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FIG. 4: (color online) Invariant cross section (p + p) and in-
variant yield (Au + Au) of direct photons as a function of pT .
The filled points are from this analysis and open points are
from [19, 20]. The three curves on the p + p data represent
NLO pQCD calculations, and the dashed curves show a modi-
fied power-law fit to the p+p data, scaled by TAA. The dashed
(black) curves are exponential plus the TAA scaled p + p fit.
The dotted (red) curve near the 0–20% centrality data is a
theory calculation [7].

this mass range the process dependent factor S is unity
within a few percent for any photon source.

Figure 4 compares the direct photon spectra with pre-
viously measured direct photon data from [19, 20] and
NLO pQCD calculations [18]. The systematic uncer-
tainty of the inclusive photon (14% from the uncertainty
in the e+e− pair acceptance correction[12]) is added in
quadrature with the systematic uncertainties of these
data. The p + p data are shown as an invariant cross
section using dσ = σinel

pp dN .
In this analysis we have converted the yield of excess

e+e− pairs to that of real direct photons using Eq. (1), as-

suming S = 1. This implies d2nee

dmee
= 2α

3π
1

mee
dnγ . Thus the

yield of the excess e+e− pairs for 0.1 < mee < 0.3 GeV/c2

before the conversion can be obtained by multiplying the
direct photon yield by a factor of 2α

3π log 300
100

= 1.7×10−3.
The pQCD calculation is consistent with the p+p data

within the theoretical uncertainties for pT > 2 GeV/c. A
similarly good agreement is observed for π0 [21]. The
p+p data can be well described by a modified power-law
function (App(1+p2

T /b)−n) as shown by the dashed curve
in Fig. 4. The Au + Au data are above the p+p fit curve
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extracted using Eq. (1) and shown in Fig. 6. Fig. 6 also shows a direct-photon NLO calculation
for pp at

p
s = 2.76 TeV scaled by Ncoll [10] and an exponential fit to the low momentum part of

the spectrum. The inverse slope parameter of the exponential for 0.8 GeV/c < pT < 2.2 GeV/c
is extracted as:

TLHC = 304 ± 51syst+stat MeV. (5)

In a similar analysis, PHENIX measures an inverse slope parameter of TRHIC = 221 ± 19stat ±
19syst MeV for 0-20% Au-Au collisions at psNN = 200 GeV. In hydrodynamic models describing
the PHENIX data, the inverse slope of 220 MeV indicates an initial temperature of the QGP
above the critical temperature TC for the transition to the QGP [12, 13]. The ALICE result shows
an expected increase in the extracted temperature. This is the first measurement of a direct-
photon signal at low pT with real photons.
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Figure 5: (color online) Direct-photon double
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for 0-40% centrality with NLO pQCD predic-
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this may indicate that our hydrodynamic calculations un-
derestimate the photon production rate in the HG phase
and/or near the quark-hadron phase transition. This ob-
servation invites further scrutiny in terms of its sensitiv-
ity to variations in the initial conditions and the trans-
port coefficients the expanding hydrodynamic fluid.
We also investigated the centrality dependence of the

inverse slope of the thermal photon spectra in Au+Au
collisions at RHIC (see Table I). For the hydrodynamic

Centrality PHENIX preliminary Teff

results (MeV) (MeV)

0-20% 237± 25± 29 267

20-40% 260± 33± 31 259

40-60% 228± 28± 27 246

60-92% 254± 53± 25 225

TABLE I: Preliminary results for the inverse slope param-
eters extracted from thermal photon spectra for 200AGeV
Au+Au collisions obtained by the PHENIX Collaboration
[38], compared with those from the hydrodynamic model, for
different collision centralities. To facilitate comparison with
the experimental data, the theoretical spectra where fitted
to exponentials in pT in the same interval as used in [38],
0.6<pT < 2.0GeV.

runs on which Fig. 6 is based, our results show a
very weak centrality dependence, with Teff being slightly
smaller in peripheral than central collisions.
Returning to Figs. 2 and 3, we see that the large mea-

sured values for the inverse photon slope reflect, on av-
erage, true emission temperatures that lie well below the
observed effective temperature. This raises an interesting
question: Could it be that in the experiments we don’t
see any photons at all from temperatures well above Tc,
and that all measured photons stem from regions close to
Tc and below, blue-shifted by radial flow to effective tem-
perature values above Tc? To get an idea what the answer
to this question might be we performed a schematic study
where in Fig. 2 we turned off by hand all contributions
to the photon spectrum from cells with true tempera-
tures above 220MeV at RHIC and above 250MeV at the
LHC (corresponding to about 1/3 of the total photon
yield in both cases), and in Fig. 3 all contributions from
τ < 2 fm/c (corresponding to 26% and 28.5% of the total
photon yield for RHIC and LHC collisions, respectively,
see Table II).3 We show as arrows pointing to the right

3 This implements, in a very rough way, the idea that the initial
fireball state might be purely gluonic, and that chemical equili-
bration of quarks can be characterized by a time constant taken
to be about 2 fm/c. It ignores, however, that an initial suppres-
sion of quarks must be compensated by an increase in the gluon
temperature [11, 14], in order to maintain the same total entropy
and final multiplicity. As quarks are being produced from glu-
ons, these quarks thus radiate more strongly than in chemical

range of photon fraction of total photon yield

emission AuAu@RHIC PbPb@LHC

0-20% centr. 0-40% centr.

T = 120-165MeV 17% 15%

T = 165-250MeV 62% 53%

T > 250MeV 21% 32%

τ = 0.6− 2.0 fm/c 28.5% 26%

τ > 2.0 fm/c 71.5% 74%

TABLE II: Fractions of the total photon yield emitted from
the expanding viscous hydrodynamic fireball from various
space-time regions as indicated, for the two classes of colli-
sions considered in this work.

vertical axes in Figs. 2 and 3 the inverse slopes of the fi-
nal space-time integrated hydrodynamic photon spectra:
Solid black and red lines correspond to calculations as-
suming full chemical equilibrium from the beginning and
using thermal equilibrium and viscously corrected pho-
ton emission rates, respectively. The dashed black and
red arrows show the same for calculations with delayed
chemical equilibration, as described above. The (over-
estimated) effects of our schematic handling of delayed
chemical equilibration on the final inverse photon slope
are seen to be roughly of the same order of magnitude
as those from viscous corrections to the photon emission
rates (∼ 10% for Teff), and thus too small to be experi-
mentally resolved with the present experimental accuracy
of Teff . We note that, for both RHIC and LHC energies,
the calculated inverse slopes are consistent (within er-
rors) with the experimentally measured values, although
near the high end of the observationally allowed band for
RHIC.
We conclude that thermal photons can indeed be used

as a thermometer in relativistic nuclear collisions, but
that their interpretation requires a dynamical model
which has the sophistication demanded by the wealth of
hadronic data that currently exist at RHIC and at the
LHC. We observe that the large observed effective tem-
peratures of thermal photons emitted from heavy-ion col-
lisions, and their significant increase from RHIC to LHC
energies, reflect mostly the strong radial flow generated in
these collisions and do not directly prove the emission of
electromagnetic radiation from quark-gluon plasma with
temperatures well above Tc. In particular, they are not
representative of the initial temperature of the QGP gen-
erated in the collision. We hasten to say, however, that
a hot and dense early stage of the expanding medium
is necessary to generate (either hydrodynamically or by

equilibrium, leading to a cancellation that leaves the total pho-
ton spectrum almost unchanged [11]. Our simplified treatment
ignores this increase in temperature and thus overestimates the
effect of early-time quark suppression on the photon spectrum.
In this sense, our conclusion from this study is conservative.

Shen, Heinz, Paquet, Gale,PRC (2014)
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Texcess
PHENIX(RHIC) = 239 ± 25 ± 7MeV
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FIG. 3: (color online) The fraction of the direct photon com-
ponent as a function of pT . The error bars and the error band
represent the statistical and systematic uncertainties, respec-
tively. The curves are from a NLO pQCD calculation (see
text).

distorted within the systematic uncertainties, and the
fitting procedure is applied to the distorted spectrum to
determine the systematic uncertainties in r. The sys-
tematic uncertainty due to the variation of mlow is also
included. The dominant uncertainty is the particle com-
position in the hadronic cocktail, namely the η/π0 ratio
which is 0.48±0.03(0.08) at high pT for p+p (Au + Au)
based on PHENIX measurements [17]. This corresponds
to a ≃ 7% (≃ 17%) uncertainty in the p + p (Au + Au)
cocktail for 0.1 < mee < 0.3 GeV/c2. Other sources
cause only a few percent uncertainty in the data to cock-
tail ratio.

Figure 3 shows the fraction r of the direct photon com-
ponent determined by the two-component fit in (a) p + p
and (b) Au + Au (Min. Bias). The curves represent
the expectations from a next-to-leading-order perturba-
tive QCD (NLO pQCD) calculation [18]. For p + p,
the curves show the ratio dσNLO

γ (pT )/dσincl
γ (pT ), where

dσNLO
γ (pT ) is the direct photon cross section from the

NLO pQCD calculation and dσincl
γ (pT ) is the inclusive

photon cross section. For Au + Au, the curves represent
TAAdσNLO

γ (pT )/dN incl
γ (pT ), where TAA is the Glauber

nuclear overlap function and dN incl
γ (pT ) is the inclusive

photon yield. The three curves correspond, from top to
bottom, to the theory scale µ = 0.5 pT , pT , and 2 pT ,
respectively, showing the scale dependence of the theory.
While the fraction r is consistent with the NLO pQCD
calculation [18] in p + p, it is larger than the calculation
in Au + Au for pT < 3.5 GeV/c.

The direct photon fraction r in Fig. 3 is converted to
the direct photon yield as dNdir(pT ) = r × dN incl(pT ).
The inclusive photon yield dN incl(pT ) for each pT bin
is determined from the yield of e+e− pairs for mee <
0.03 GeV/c2 using Eq. (1). Here we use the fact that in
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FIG. 4: (color online) Invariant cross section (p + p) and in-
variant yield (Au + Au) of direct photons as a function of pT .
The filled points are from this analysis and open points are
from [19, 20]. The three curves on the p + p data represent
NLO pQCD calculations, and the dashed curves show a modi-
fied power-law fit to the p+p data, scaled by TAA. The dashed
(black) curves are exponential plus the TAA scaled p + p fit.
The dotted (red) curve near the 0–20% centrality data is a
theory calculation [7].

this mass range the process dependent factor S is unity
within a few percent for any photon source.

Figure 4 compares the direct photon spectra with pre-
viously measured direct photon data from [19, 20] and
NLO pQCD calculations [18]. The systematic uncer-
tainty of the inclusive photon (14% from the uncertainty
in the e+e− pair acceptance correction[12]) is added in
quadrature with the systematic uncertainties of these
data. The p + p data are shown as an invariant cross
section using dσ = σinel

pp dN .
In this analysis we have converted the yield of excess

e+e− pairs to that of real direct photons using Eq. (1), as-

suming S = 1. This implies d2nee

dmee
= 2α

3π
1

mee
dnγ . Thus the

yield of the excess e+e− pairs for 0.1 < mee < 0.3 GeV/c2

before the conversion can be obtained by multiplying the
direct photon yield by a factor of 2α

3π log 300
100

= 1.7×10−3.
The pQCD calculation is consistent with the p+p data

within the theoretical uncertainties for pT > 2 GeV/c. A
similarly good agreement is observed for π0 [21]. The
p+p data can be well described by a modified power-law
function (App(1+p2

T /b)−n) as shown by the dashed curve
in Fig. 4. The Au + Au data are above the p+p fit curve

Texcess
ALICE (LHC) = 304 ± 51MeV

extracted using Eq. (1) and shown in Fig. 6. Fig. 6 also shows a direct-photon NLO calculation
for pp at

p
s = 2.76 TeV scaled by Ncoll [10] and an exponential fit to the low momentum part of

the spectrum. The inverse slope parameter of the exponential for 0.8 GeV/c < pT < 2.2 GeV/c
is extracted as:

TLHC = 304 ± 51syst+stat MeV. (5)

In a similar analysis, PHENIX measures an inverse slope parameter of TRHIC = 221 ± 19stat ±
19syst MeV for 0-20% Au-Au collisions at psNN = 200 GeV. In hydrodynamic models describing
the PHENIX data, the inverse slope of 220 MeV indicates an initial temperature of the QGP
above the critical temperature TC for the transition to the QGP [12, 13]. The ALICE result shows
an expected increase in the extracted temperature. This is the first measurement of a direct-
photon signal at low pT with real photons.
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Figure 5: (color online) Direct-photon double
ratio in Pb-Pb collisions at psNN = 2.76 TeV
for 0-40% centrality with NLO pQCD predic-
tions
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this may indicate that our hydrodynamic calculations un-
derestimate the photon production rate in the HG phase
and/or near the quark-hadron phase transition. This ob-
servation invites further scrutiny in terms of its sensitiv-
ity to variations in the initial conditions and the trans-
port coefficients the expanding hydrodynamic fluid.
We also investigated the centrality dependence of the

inverse slope of the thermal photon spectra in Au+Au
collisions at RHIC (see Table I). For the hydrodynamic

Centrality PHENIX preliminary Teff

results (MeV) (MeV)

0-20% 237± 25± 29 267

20-40% 260± 33± 31 259

40-60% 228± 28± 27 246

60-92% 254± 53± 25 225

TABLE I: Preliminary results for the inverse slope param-
eters extracted from thermal photon spectra for 200AGeV
Au+Au collisions obtained by the PHENIX Collaboration
[38], compared with those from the hydrodynamic model, for
different collision centralities. To facilitate comparison with
the experimental data, the theoretical spectra where fitted
to exponentials in pT in the same interval as used in [38],
0.6<pT < 2.0GeV.

runs on which Fig. 6 is based, our results show a
very weak centrality dependence, with Teff being slightly
smaller in peripheral than central collisions.
Returning to Figs. 2 and 3, we see that the large mea-

sured values for the inverse photon slope reflect, on av-
erage, true emission temperatures that lie well below the
observed effective temperature. This raises an interesting
question: Could it be that in the experiments we don’t
see any photons at all from temperatures well above Tc,
and that all measured photons stem from regions close to
Tc and below, blue-shifted by radial flow to effective tem-
perature values above Tc? To get an idea what the answer
to this question might be we performed a schematic study
where in Fig. 2 we turned off by hand all contributions
to the photon spectrum from cells with true tempera-
tures above 220MeV at RHIC and above 250MeV at the
LHC (corresponding to about 1/3 of the total photon
yield in both cases), and in Fig. 3 all contributions from
τ < 2 fm/c (corresponding to 26% and 28.5% of the total
photon yield for RHIC and LHC collisions, respectively,
see Table II).3 We show as arrows pointing to the right

3 This implements, in a very rough way, the idea that the initial
fireball state might be purely gluonic, and that chemical equili-
bration of quarks can be characterized by a time constant taken
to be about 2 fm/c. It ignores, however, that an initial suppres-
sion of quarks must be compensated by an increase in the gluon
temperature [11, 14], in order to maintain the same total entropy
and final multiplicity. As quarks are being produced from glu-
ons, these quarks thus radiate more strongly than in chemical

range of photon fraction of total photon yield

emission AuAu@RHIC PbPb@LHC

0-20% centr. 0-40% centr.

T = 120-165MeV 17% 15%

T = 165-250MeV 62% 53%

T > 250MeV 21% 32%

τ = 0.6− 2.0 fm/c 28.5% 26%

τ > 2.0 fm/c 71.5% 74%

TABLE II: Fractions of the total photon yield emitted from
the expanding viscous hydrodynamic fireball from various
space-time regions as indicated, for the two classes of colli-
sions considered in this work.

vertical axes in Figs. 2 and 3 the inverse slopes of the fi-
nal space-time integrated hydrodynamic photon spectra:
Solid black and red lines correspond to calculations as-
suming full chemical equilibrium from the beginning and
using thermal equilibrium and viscously corrected pho-
ton emission rates, respectively. The dashed black and
red arrows show the same for calculations with delayed
chemical equilibration, as described above. The (over-
estimated) effects of our schematic handling of delayed
chemical equilibration on the final inverse photon slope
are seen to be roughly of the same order of magnitude
as those from viscous corrections to the photon emission
rates (∼ 10% for Teff), and thus too small to be experi-
mentally resolved with the present experimental accuracy
of Teff . We note that, for both RHIC and LHC energies,
the calculated inverse slopes are consistent (within er-
rors) with the experimentally measured values, although
near the high end of the observationally allowed band for
RHIC.
We conclude that thermal photons can indeed be used

as a thermometer in relativistic nuclear collisions, but
that their interpretation requires a dynamical model
which has the sophistication demanded by the wealth of
hadronic data that currently exist at RHIC and at the
LHC. We observe that the large observed effective tem-
peratures of thermal photons emitted from heavy-ion col-
lisions, and their significant increase from RHIC to LHC
energies, reflect mostly the strong radial flow generated in
these collisions and do not directly prove the emission of
electromagnetic radiation from quark-gluon plasma with
temperatures well above Tc. In particular, they are not
representative of the initial temperature of the QGP gen-
erated in the collision. We hasten to say, however, that
a hot and dense early stage of the expanding medium
is necessary to generate (either hydrodynamically or by

equilibrium, leading to a cancellation that leaves the total pho-
ton spectrum almost unchanged [11]. Our simplified treatment
ignores this increase in temperature and thus overestimates the
effect of early-time quark suppression on the photon spectrum.
In this sense, our conclusion from this study is conservative.

Shen, Heinz, Paquet, Gale,PRC (2014)

RHIC and the LHC 
are plasma 
thermometers and 
viscometers
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THE FUTURE: (MUCH) MORE TO COME
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FIG. 5: The trace anomaly calculated in lattice QCD with p4 and asqtad actions on Nτ = 6 and
8 lattices compared with the parametrization given by Eqs. (4.2) and (4.3). The solid, dotted

and dashed lines correspond to parametrizations s95p−v1, s95n−v1 and s90f−v1 respectively, as
discussed in the text.
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FIG. 6: The pressure, energy density (left panel) and speed of sound (right panel) in the equations

of state obtained from Eqs. (4.2) and (4.3). The vertical lines indicate the transition region (see
text). In the right panel we also show the speed of sound for the HRG EoS and EoS with first
order phase transition (thin dotted) line, the EoS Q

hadron gas, and its minimum value is that of HRG speed of sound3. It is quite simple to
understand why this happens: To achieve smaller speed of sound than the speed of sound in
hadron gas, the trace anomaly should be larger than in HRG. As one can see in Fig. 4, the
present lattice data clearly disfavors such a scenario. In Figure 6 we indicate the transition
region from hadronic matter to deconfined state by vertical lines. We define the transition

3 Similar EoS was presented already in Refs. [45, 46].
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!For a non-conformal fluid, the 
bulk viscosity is not zero 

!Around Tc, the bulk viscosity will 
matter

Huovinen and Petreczky, Nucl. Phys. A (2010)

T µν = −Pgµν +ωuµuν + ΔT µν

The dissipative terms, to second order:

ΔT µν = Fµν [η,ζ ,χ ]

!Our next generation of calculations will be able to simultaneously 
obtain shear and  bulk viscosities, together with initial state 
properties (no current calculations incorporate all of these) 

!pA program constitutes a missing link in the AA program 
!The hydro description - essential in the determination of QGP 

properties - is still very much in evolution! 
!Jet photons, dileptons, photon and dilepton flow

Moore and Sohrabi PRL (2011), JHEP (2012)!
Molnar, Niemi, Denicol, and Rischke, PRD (2014)
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