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Tevatron	  (p-‐p)	   LHC	  (p-‐p)	  13	  TeV	  

•  UHECRs	  
–  Opportunity	  to	  understand	  high-‐energy	  
Universe	  
•  Produc:on	  (sources;	  accelera:on	  
mechanisms…)	  

•  Propaga:on	  (Magne:c	  fields…)	  

–  Opportunity	  to	  inves:gate	  par@cle	  
physics	  at	  energies	  above	  the	  LHC	  
•  High-‐energy	  interac:ons	  

–  E	  =	  1019	  eV	  =>	  sqrt(s)	  ~	  130	  TeV	  
•  Different	  kinema:c	  regimes	  

–  Ebeam	  up	  to	  108	  TeV	  
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UHECR	  flux:	  
	  	  	  	  	  	  	  	  	  ~	  1	  km^-‐2	  century^-‐1	  
	  
Located	  in	  the	  Pampa	  
Amarilla,	  Mendoza,	  
Argen:na	  
	  

	  Al:tude:	  1400	  m	  a.s.l.	  
	  

~	  60	  km	  
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• 	  4	  	  Fluorescence	  Detectors	  (FD)	  
• 	  6	  x	  4	  Fluorescence	  Telescopes	  

• 	  ~ 1600	  Surface	  
Detector	  (SD)	  Sta:ons	  
• 	  1.5	  km	  spacing	  
• 	  3000	  km2	  

Data	  taking	  since	  2004	  
Installa:on	  completed	  in	  2008	  

~	  60	  km	  

Low	  energy	  extension	  
•  Aim	  to	  E	  ≈	  1017	  eV	  
•  AMIGA	  

–  Denser	  array	  plus	  
muon	  detectors	  

•  HEAT	  
–  3	  addi:onal	  FD	  

telescopes	  with	  a	  
high	  eleva:on	  FoV	  



Measuring the UHECR flux above 0.3 EeV
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) Combined measurement of UHECRs over almost 3 decades in energy!
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e.m.	  

Fluorescence	  Detector	  

•  FD:	  Collects	  the	  fluorescence	  
light	  produced	  by	  the	  e.m.	  
shower	  component	  in	  moonless	  
night	  
–  Energy	  from	  integral	  

•  Quasi-‐calorimetric	  measurement	  
–  Depth	  of	  shower	  maximum	  (Xmax)	  

•  Composi:on	  sensi:ve	  
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Surface	  Detector	  
Fluorescence	  Detector	  

Air shower reconstruction

Example event with
E = (76 ± 2)EeV, ✓ = 54�

(Id: 201022604238)

SD: Lateral distribution at
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•  SD:	  Sample	  the	  charged	  
secondary	  par:cles	  that	  arrive	  at	  
ground	  
–  100%	  duty	  cycle	  
–  Shower	  direc:on:	  from	  arrival	  :me	  
–  Energy	  es:mator:	  signal	  at	  1000	  m	  

from	  the	  core	  
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•  Muon	  Produc:on	  Depth	  (MPD)	  
–  Use	  arrival	  :me	  at	  ground	  plus	  

shower	  geometry	  to	  reconstruct	  
MPD	  

e.m.	  

μ	  

Surface	  Detector	  
Fluorescence	  Detector	  
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Combined energy spectrum

Combined fit of energy calibrations and smearing corrections
Including statistical and systematic uncertainties from energy calibrations and
folding methods
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Normalizations: Hybrid: 0.94, 750 m array: 1.02, Inclined: 1.05

Energy systematic uncertainties

FD energy scale: 14%
I Absolute calibration: 9%
I Fluorescence yield: ⇠ 4%
I Shower reconstruction: 6%
I Atmospheric conditions:

3%� 6%
(talk by V. Verzi, paper 0928)

Flux systematic uncertainties

SD vertical: ⇠ 6%
Hybrid: 10% (6%), 1 EeV (10 EeV)
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Ankle	  

Energy spectrum  

Ankle 

GZK like 
suppression !!! 
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GZK	  effect	  
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Figure 5: The combined energy spectrum of UHECRs as mea-
sured at the Pierre Auger Observatory. The numbers give the total
number of events inside each bin. The last three arrows represent
upper limits at 84% C.L.

Parameter Result (±sstat ±ssys)

log10(Ea/eV) 18.72±0.01±0.02
g1 3.23±0.01±0.07
g2 2.63±0.02±0.04
log10(E1/2/eV) 19.63±0.01±0.01
log10 W

c

0.15±0.01±0.02

Table 2: Parameters, with statistical and systematic uncertainties,
of the model describing the combined energy spectrum measured
at the Pierre Auger Observatory.
brid spectrum down by 6%. Compared to the previous pub-
lication, the precision in determining the spectral index be-
low the ankle has increased significantly, mainly due to the
addition of the 750 m array. We report a slightly flatter spec-
trum below the ankle (now: 3.23±0.01 (stat) ±0.07 (sys),
previous publication: 3.27± 0.02) and an increase of E

a

(now: 18.72± 0.01 (stat) ± 0.02 (sys), previous publica-
tion: 18.61±0.01) [22]. The large systematic uncertainties
in g1 are dominated by the uncertainty of the resolution
model used for correcting the measured flux. At the same
time, the uncertainty in the energy scale of 14% is propa-
gated into the final result.

The combined energy spectrum is compared to fluxes
from three astrophysical scenarios in Fig. 6. Shown are
models assuming pure proton or iron composition. The
fluxes result from different assumptions of the spectral index
b of the source injection spectrum and the source evolution
parameter m. The model lines have been calculated using
CRPropa [30] and validated with SimProp [31].

5 Summary
The flux of cosmic rays above 3⇥1017 eV has been mea-
sured at the Pierre Auger Observatory combining data from
surface and fluorescence detectors. The spectral features are
determined with unprecedented statistical precision. The
fitted parameters are compatible with previous results given
the change in the energy scale. There is an overall uncer-
tainty of the revised energy scale of 14% [23]. Current re-
sults from Xmax measurements and an interpretation of the
measurements concerning mass composition are presented
in [28, 29]. The spectrum as measured with the SD 750 m
array is presented in more detail at this conference in [9].
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Figure 6: The combined energy spectrum compared to energy
spectra from different astrophysical scenarios (see text).
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Figure 4. Fluxes of protons and nuclei obtained as in figure 2. The additional galactic component
is plotted as dotted black line. Experimental data are the Auger data on flux [38, 39].
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Figure 5. Mean value of the depth of shower maximum ⟨Xmax⟩ and its dispersion σ(Xmax) as
measured by Auger [15] and in our calculations with the same choice of parameters of figure 4. The
different colors of the shadowed regions correspond to the three choices for the additional galactic
component: protons (red), helium (gray) and iron (blu).

On the other hand, as discussed above, an additional CR component appears to be
required by the Auger data in the energy range E < 5×1018 eV, therefore here we introduce
such a component in the form of a speculative Galactic CR flux, parametrized as:

Jgal(E) = J0e
−E/E⋆

(

E

E⋆

)

−γ

(3.2)

with E⋆ = 1018 eV, γ = 2.65 and J0 chosen in order to fit the observations. The choice of the
power law index γ in equation (3.2) comes from the galactic cosmic rays spectra as computed
in [47]. In figure 4 we plot the all particle spectrum with the same choice of the injection
parameters used in figure 2 and the additional galactic component, Eq. (3.2), plotted as a
dotted black curve.

Given the speculative nature of the Galactic component used here, we left its chemical

– 10 –

Aloisio	  et	  al	  (2014)	  

Pure	  proton	  or	  Fe	  nuclei	  at	  source	  	  
Cutoff	  caused	  by	  GZK	  or	  photo-‐

disintegra@on	  	  

Mixed	  composi:on	  at	  source	  
Cutoff	  caused	  by	  source	  energy	  

exhaus@on	  	  

The	  UHECR	  composi@on	  is	  the	  key	  to	  understand	  
the	  spectrum	  features	  cause	  
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•  Average	  Xmax	  and	  its	  RMS	  consistent	  with	  a	  lighter(heavier)	  composi:on	  at	  
lower(higher)	  energies	  

•  Change	  on	  elonga:on	  rate	  around	  log(E/eV)	  =	  18.2	  	  
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Figure 2.4: Depth of shower maximum, Xmax, as measured with the Pierre Auger Observatory [22].
The left panel shows the mean Xmax, and the dispersion is given in the right panel after correcting
for the reconstruction resolution. The data are compared to model predictions for proton and iron
primaries [73–76].

for a significant part of the observed UHECR flux. The bounds are reliable as the photon
flux limits in Fig. 2.3 depend only on the simulation of electromagnetic showers and, hence,
are very robust against assumptions about hadronic interactions at very high energy [59].

In addition, the flux limits already probe the predicted secondary fluxes for models in
which the suppression of the cosmic ray flux is assumed to originate entirely from the GZK
energy loss process for a proton dominated flux [50–53].

The photon flux limits have further far-reaching consequences by providing important
constraints on theories of quantum gravity involving Lorentz invariance violation (LIV), see,
for example, [60–63]. Further, identifying a single photon shower at ultra-high energy would
imply very strong limits on another set of parameters of LIV theories [64–66]. Similarly,
observing cosmogenic neutrinos would allow placing constraints on LIV in the neutrino
sector [67].

2.1.3 Depth of shower maximum

The Pierre Auger Collaboration has addressed the challenge of determining the composition
of UHECRs by measuring the depth of shower maximum Xmax [22,23], the muon production
depth [68], and rise-time asymmetry of the shower disk at ground level [69]. Out of these
observables, the Xmax measurement using fluorescence telescopes is currently the one with
the smallest systematic uncertainties and the most direct link to the mass distribution of the
primary particles [70–72]. The mean depth of shower maximum and the fluctuations mea-
sured by the shower-to-shower variation of Xmax, which are a superposition of fluctuations
of showers of a given primary and differences due to different primary particles, are shown
in Fig. 2.4 together with model predictions for proton and iron primaries. The data of the
fluorescence telescopes cover energies up to the suppression range with good statistics. The
last data point represents all events with E > 3⇥1019 eV.
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with L worse than that obtained from the real data. Since
the parameters in the fit are constrained by both physical
and unitarity bounds, we do not expect L to necessarily
behave like a χ2 variable and hence do not use the
ΔL ¼ 1=2 rule to obtain the statistical uncertainty on the
fit parameters. Instead, the statistical uncertainty for each
species has been determined by using a generalization
of the Feldman-Cousins procedure [12]. Known as the
profile-likelihood method [13], a multidimensional
likelihood function is reduced to a function that only
depends on the parameter of prime interest. The 68%
confidence range for each species fraction is determined
through this method by treating the other species frac-
tions as nuisance parameters. The method properly

accounts for correlations and provides a smooth tran-
sition from two-sided bounds to one-sided limits.

IV. SYSTEMATIC UNCERTAINTIES

The most important source of systematic uncertainty
considered is that on Xm

max itself as determined in Ref. [4].
The effect of this uncertainty on the fit fractions is
determined by fitting the data with model predictions
shifted in Xmax by an amount δXmax. The models are
shifted rather than the data in order to avoid statistical
artifacts resulting from rebinning of the data. Since we do
not expect the fit fractions to evolve monotonically with
respect to δXmax, we scan δXmax between þ1σ and −1σ in
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FIG. 5 (color online). Xmax distribution of the fits for energy bin E ¼ 1017.8–17.9 eV. Results using Sibyll 2.1 are shown in the top row,
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not expect the fit fractions to evolve monotonically with
respect to δXmax, we scan δXmax between þ1σ and −1σ in
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•  Interpreta:on	  of	  the	  Xmax	  distribu:on	  in	  terms	  of	  mass	  composi:on	  
–  Depends	  on	  the	  performance	  of	  hadronic	  interac:on	  models	  

•  Mostly	  proton	  at	  low	  energies	  
•  Intermediate	  mass	  states	  at	  the	  highest	  available	  energies	  
•  Nearly	  no	  iron	  
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Figure 2.9: Estimate of the composition of ultra-high energy cosmic rays at the top of the atmo-
sphere [23]. The Xmax distributions measured with the Auger Observatory have been fitted by a
superposition of four mass groups accounting for detector resolution and acceptance effects. The
error bars show the combined statistical and systematic uncertainties of the mass estimates, except
those related to the choice of the hadronic interaction models.

LHC [72, 73], QGSJet II.04 [74] and Sibyll 2.1 [75] have been used for data interpretation to 430

get some understanding of the systematic uncertainties related to the modeling of hadronic
interactions.

One striking result is the presence of a large fraction of protons in the energy range of
the ankle. At the same time, according to the Auger data, the anisotropy of the arrival
directions of these protons cannot be larger than a few percent. This is in contradiction to the 435

expectations for light particles produced in Galactic sources, given the current knowledge
of propagation in the Galactic magnetic field [109, 110]. Thus the protons at energies as
low as 1018 eV are most likely of extragalactic origin, or one has to accept rather extreme
assumptions about the Galactic magnetic field.

Another surprising observation is the disappearance of the proton component just below 440

1019 eV and, at the same time, the appearance of a helium component. There are indications
that a similar transition from helium to the nitrogen mass group could take place at higher
energy, but the statistics of the data of the fluorescence telescopes are not high enough to be
conclusive. We will not attempt here to speculate on the origin of these transitions and only
point out that we do not have enough composition-sensitive data to derive the composition 445

at energies higher than 1019 eV, even if we understood hadronic interactions much better
than now.

Finally we want to mention that there are indications for a possible re-appearance of a
proton component at high energy that could be related to the possible anisotropy on small
angular scales observed above 5.5⇥1019 eV. With respect to the model scenarios we will 450

discuss below, confirming the existence of a proton population at the highest energies would
indicate another class of sources, possibly distributed over cosmological distances. These
protons are expected to be correlated in arrival direction with their sources and could open

•  Interpreta:on	  of	  the	  Xmax	  distribu:on	  in	  terms	  of	  mass	  composi:on	  
–  Depends	  on	  the	  performance	  of	  hadronic	  interac:on	  models	  

•  Mostly	  proton	  at	  low	  energies	  
•  Intermediate	  mass	  states	  at	  the	  highest	  available	  energies	  
•  Nearly	  no	  iron	  
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•  Xmax	  distribu:on	  tail	  is	  
sensi:ve	  to	  the	  primary	  
cross-‐sec:on	  

•  If	  there	  is	  enough	  proton	  it	  is	  
possible	  to	  measure	  the	  p-‐air	  
cross-‐sec:on	  at	  very	  high	  
energies	  

•  Measurement	  performed	  at:	  
–  E	  =	  10^18.25	  eV	  
–  sqrt(s)	  =	  57	  TeV	  

•  Using	  Glauber	  theory	  is	  
possible	  to	  translate	  this	  
result	  into	  p-‐p	  cross-‐sec:on	  
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ratio [70, 93]. Currently the number of muons can only be measured indirectly [94] except
at very large lateral distances [67, 95] and in very inclined showers [26, 96], where muons 380

dominate the shower signal at ground level, and for which the electromagnetic component
due to muon decay and interaction is understood [97].
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Figure 4: The contributions of different components to the
average signal as a function of zenith angle, for stations at 1
km from the shower core, in simulated 10 EeV proton air
showers illustrated for QGSJET-II-04. The signal size is
measured in units of vertical equivalent muons (VEM), the
calibrated unit of SD signal size [18].

where a is the energy scaling of the muonic signal; it has the
value 0.89 in both the EPOS and QGSJET-II simulations,
independent of composition [19].

Finally, the variance of S(1000) with respect to Sresc must
be estimated for each event. Contributions to the variance
are of two types: the intrinsic shower-to-shower variance in
the ground signal for a given LP, sshwr, and the variance due
to limitations in reconstructing and simulating the shower,
srec and ssim. The total variance for event i and primary
type j, is s

2
i, j = s

2
rec,i +s

2
sim,i, j +s

2
shwr,i, j.

sshwr is the variance in the ground signals of showers
with matching LPs. This arises due to shower-to-shower
fluctuations in the shower development which result in
varying amounts of energy being transferred to the EM and
hadronic shower components, even for showers with fixed
Xmax and energy. sshwr is irreducible, as it is independent
from the detector resolution and statistics of the simulated
showers. It is determined by calculating the variance in the
ground signals of the simulated events from their respective
means, for each primary type and HEG; it is typically
⇡ 16% of Sresc for proton initiated showers and 5% for iron
initiated showers.

srec contains i) the uncertainty in the reconstruction of
S(1000), ii) the uncertainty in Sresc due to the uncertainty
in the calorimetric energy measurement, and iii) the uncer-
tainty in Sresc due to the uncertainty in Xmax; srec is typi-
cally 12% of Sresc. ssim contains the uncertainty in Sresc due
to the uncertainty in S

µ

and SEM from the S(1000)�w
µ

fit
and to the limited statistics from having only three simu-
lated events; ssim is typically 10% of Sresc for proton initi-
ated showers and 4% for iron initated showers.

The resultant model of si, j is checked using the 59 events,
of the 411, which are observed with two FD eyes whose
individual reconstructions pass all required selection cuts
for this analysis. The variance in the Sresc of each eye is
compared to the model for the ensemble of events. All
the contributions to si, j are present in this comparison
except for sshwr and the uncertainty in the reconstructed
S(1000). The variance of Sresc in multi-eye events is well
represented by the estimated uncertainties using the model.
In addition, the maximum-likelihood fit is also performed
where sshwr is a free parameter rather than taken from the
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Figure 5: The best-fit values of RE and R
µ

for QGSJET-II-
04 and EPOS-LHC, for mixed and pure proton composi-
tions. The ellipses show the one-sigma statistical uncertain-
ties. The grey boxes show the estimated systematic uncer-
tainties as described in the text; these will be refined in a
forthcoming journal paper.

models; no significant difference is found between the value
of sshwr from the models, and that recovered when it is a fit
parameter.

The results of the fit for RE and R
µ

are shown in Fig.
5 and Table 1 for each HEG. The ellipses show the one-
sigma statistical uncertainty region in the RE � R

µ

plane.
The systematic uncertainties in the event reconstruction
of Xmax, EFD and S(1000) are propagated through the
analysis by shifting the reconstructed central values by their
one-sigma systematic uncertainties; this is shown by the
grey rectangles.1 As a benchmark, the results for a purely
protonic composition are given as well2.

The signal deficit is smallest (the best-fit R
µ

is the closest
to unity) in the mixed composition case with EPOS. As
shown in Fig. 6, the primary difference between the ground
signals predicted by the two models is the size of the muonic
signal, which is ⇡15(20)% larger for EPOS-LHC than
QGSJET-II-04, in the pure proton (mixed composition)
cases respectively. EPOS benefits more than QGSJET-II
when using a mixed composition because the mean primary
mass determined from the Xmax data is larger in EPOS than
in QGSJET-II [20].

4 Discussion and Summary
In this work, we have used hybrid showers of the Pierre
Auger Observatory to quantify the disparity between state-
of-the-art hadronic interaction modeling and observed at-
mospheric air showers of UHECRs. The most important ad-
vance with respect to earlier versions of this analysis[21], in
addition to now having a much larger hybrid dataset and im-
proved shower reconstruction, is the extension of the anal-

1. The values of ssim, srec and sshwr and the treatment of system-
atic errors used here will be refined with higher statistics Monte
Carlo simulations and using the updated Auger energy and Xmax
uncertainties, for the journal version of this analysis.

2. Respecting the observed Xmax distribution is essential for evalu-
ating shower modeling discrepancies, since atmospheric attenu-
ation depends on the distance-to-ground. This is automatic in
the present analysis, but the simulated LPs – which are selected
to match hybrid events – is a biased subset of all simulated
events for a pure proton composition since with these HEGs
pure proton does not give the observed Xmax distribution.

54

Figure 2.8: Left: Mean number of muons Rµ relative to that of proton reference showers, and depth
of shower maximum at 1019 eV. The Auger data point [26], where the muon number is derived from
inclined showers, is compared with predictions obtained from different interaction models. Right:
Muon discrepancy [25] observed in showers of 1019 eV. Shown are the phenomenological scaling
factors RE and Rµ for the primary energy and the hadronic (primarily muonic) component of the
shower that would be needed to bring a model calculation into agreement with Auger data, see text.

Despite these limitations it was possible to show that current simulations do not pro-
vide a good description of the number of muons produced in air showers [25, 26]. This is
illustrated in Fig. 2.8(left) where the observed muon number, given relative to proton refer- 385

ence showers, is compared with predictions of commonly used hadronic interaction models.
Even though some of these models have been re-tuned recently to provide an improved de-

•  Xmax	  distribu:on	  tail	  is	  
sensi:ve	  to	  the	  primary	  
cross-‐sec:on	  

•  If	  there	  is	  enough	  proton	  it	  is	  
possible	  to	  measure	  the	  p-‐air	  
cross-‐sec:on	  at	  very	  high	  
energies	  

•  Measurement	  performed	  at:	  
–  E	  =	  1018.25	  eV	  
–  √s	  =	  57	  TeV	  

•  Using	  Glauber	  theory	  is	  
possible	  to	  translate	  this	  
result	  into	  p-‐p	  cross-‐sec:on	  
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Extensive air showers with zenith angles exceeding 62°
are characterized at the ground by the dominance of
secondary energetic muons, since the electromagnetic
component has been largely absorbed in the large atmos-
pheric depth crossed by the shower. Such inclined showers
provide a direct measurement of the muon number at the
ground [14]. The muon number in less inclined air showers
has also been explored [15,16], but the measurement is in
this case complicated by the need to separate the electro-
magnetic and the muonic signals in surface detectors. The
unique features of showers around 60° zenith angle further
led to the derivation of the muon production depth from the
arrival times of signals in the SD [17], which is another
powerful observable to study the mass composition and
hadronic interaction models.
We measure the muon number in inclined air showers

using the relative scale factor N19 which relates the
observed muon densities at the ground to the average
muon density profile of simulated proton-induced air
showers of fixed energy 1019 eV. This approach follows
from developments that have been introduced to recon-
struct inclined showers, taking into account the rich spatial
structure of the muon distributions at the ground. The scale
factor N19 is independent of the zenith angle and details of
the location of the observatory [18,19] and can be also used
as an estimator of the muon number. These developments
led to the first limit on the fraction of cosmic photons in the
EeVenergy range [20] and to an independent measurement
of the energy spectrum of cosmic rays [21].

II. RECONSTRUCTION OF THE
MUON NUMBER

Inclined showers generate asymmetric and elongated
signal patterns in the SD array with narrow pulses in time,
typical for a muonic shower front. Events are selected by
demanding space-time coincidences of the signals of
triggered surface detectors which must be consistent with
the arrival of a shower front [10,22]. After event selection,
the arrival direction ðθ;ϕÞ of the cosmic ray is determined
from the arrival times of this front at the triggered stations
by fitting a model of the shower front propagation. The
achieved angular resolution is better than 0.6° above
4 × 1018 eV [23].
Once the shower direction is established, we model the

muon density ρμ at the ground point ~r as

ρμð~rÞ ¼ N19ρμ;19ð~r; θ;ϕÞ; ð3Þ

where ρμ;19 is the parametrized ground density for a proton
shower simulated at 1019 eV with the hadronic interaction
model QGSJETII-03 [24]. An example is given in Fig. 1. It
was shown in detailed studies [25,26] that the attenuation
and shape of ρμ;19 depend very weakly on the cosmic-ray
energy E and mass A for showers with θ > 60°, so the
factorization in Eq. (3) is a good approximation for showers

above 1018 eV. It was also shown that the lateral shape
of ρμ;19 is consistently reproduced by different hadronic
interaction models and air shower simulation codes. The
lateral shape at the ground is mainly determined by
hadronic interactions at beam energies of up to a few
hundred GeV, in which models are constrained by data
from fixed target experiments. The strong zenith angle
dependence is factorized out into ρμ;19 in Eq. (3), so that the
scale factor N19 at a given zenith angle is a relative measure
of the produced number of muons Nμ, addressed in Eq. (1).
The scale factor N19 is inferred from measured signals

with a maximum-likelihood method based on a probabi-
listic model of the detector response to muon hits obtained
from GEANT4 [27] simulations with the Auger Offline
software framework [28]. A residual electromagnetic signal
component is taken into account based on model predic-
tions (typically amounting to 20% of the muon signal) [29].
The procedure is described in full detail in Ref. [30].
The reconstruction approach was validated in an end-

to-end test with three sets of simulated events. The first set
consists of 100,000 proton and 100,000 iron showers
generated with AIRES [31], using QGSJET01 [32].
Showers following an E−2.6 energy spectrum and an
isotropic angular distribution were simulated at a relative
thinning of 10−6. The second (third) set consists of 12,000
proton and 12,000 iron showers generated using CORSIKA

[33], with QGSJETII-04 [34] (EPOS LHC [35]), with the
same thinning and angular distribution and an E−1 energy
spectrum. Showers have subsequently undergone a full
simulation of the detector, with random placement of
impact points in the SD array. Simulated and real events
were reconstructed with the same procedure.

FIG. 1. Expected number of muon hits per SD station as
predicted by the reference profile ρμ;19, for θ ¼ 80° and ϕ ¼ 0°, in
cylindrical coordinates around the shower axis. The radial density
roughly follows a power law in any given direction. The
quadrupole structure is generated by charge separation in Earth’s
magnetic field. The weaker dipole structure is caused by
projection effects and muon attenuation. Early (late) arriving
particles are on the right (left) side in this projection.
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•  Muon	  EAS	  content	  is	  directly	  
related	  with	  the	  hadronic	  shower	  
component	  

•  Through	  inclined	  showers	  is	  
possible	  to	  measure	  directly	  the	  
muon	  content	  (Rμ)	  in	  the	  SD	  
–  Electromagne:c	  shower	  component	  
gets	  apenuated	  

•  Mean	  muon	  number	  compa:ble	  
with	  iron	  showers	  within	  
systema:c	  uncertain:es	  

•  Combina:on	  of	  Rmu	  with	  Xmax	  
shows	  tension	  between	  data	  and	  
all	  hadronic	  interac:on	  models	  
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hlnRμi numerically based on our fitted model of the
intrinsic fluctuations:

hlnRμið1019 eVÞ ¼
Z

∞

0
lnRμN ðRμÞdRμ

¼ 0.601$ 0.016þ0.167
−0.201ðsysÞ; ð8Þ

where N ðRμÞ is a Gaussian with mean hRμi and spread
σ½Rμ' as obtained from the fit. The deviation of hlnRμi from
lnhRμi is only 2% so that the conversion does not lead to a
noticeable increase in the systematic uncertainty.
Several consistency checks were performed on the data

set. We found no indications for a seasonal variation, or for
a dependence on the zenith angle or the distance of the
shower axis to the fluorescence telescopes.

V. MODEL COMPARISON AND DISCUSSION

A simple comparison of our data with air showers
simulated at the mean zenith angle θ ¼ 67° with the
hadronic interaction models QGSJETII-04 and EPOS
LHC is shown in Fig. 4. The ratio hRμi=ðE=1019 eVÞ
cancels most of the energy scaling, and emphasizes the
effect of the cosmic-ray mass A on the muon number. We
compute the ratio from Eq. (4) (line), and alternatively by a
binwise averaging of the original data (data points). The

two ways of computing the ratio are visually in good
agreement, despite minor bin-to-bin migration effects that
bias the binwise method. The fitting approach we used for
the data analysis avoids the migration bias by design.
Proton and iron showers are well separated, which

illustrates the power of hRμi as a composition estimator.
A caveat is the large systematic uncertainty on the absolute
scale of the measurement, which is mainly inherited from
the energy scale [38]. This limits its power as a mass
composition estimator, but we will see that our measure-
ment contributes valuable insights into the consistency of
hadronic interaction models around and above energies of
1019 eV, where other sensitive data are sparse.
A hint of a discrepancy between the models and the data

is the high abundance of muons in the data. The measured
muon number is higher than in pure iron showers, sug-
gesting contributions of even heavier elements. This
interpretation is not in agreement with studies based on
the depth of shower maximum [40], which show an average
logarithmic mass hlnAi between proton and iron in this
energy range. We note that our data points can be moved
between the proton and iron predictions by shifting them
within the systematic uncertainties, but wewill demonstrate
that this does not completely resolve the discrepancy. The
logarithmic gain dhlnRμi=d lnE of the data is also large
compared to proton or iron showers. This suggests a
transition from lighter to heavier elements that is also seen
in the evolution of the average depth of shower maximum.
We will now quantify the disagreement between model

predictions and our data with the help of the mass
composition inferred from the average depth hXmaxi of
the shower maximum. A valid hadronic interaction model
has to describe all air shower observables consistently. We
have recently published the mean logarithmic mass hlnAi
derived from the measured average depth of the shower
maximum hXmaxi [40]. We can therefore make predictions
for the mean logarithmic muon content hlnRμi based on
these hlnAi data, and compare them directly to our
measurement.
We consider QGSJET01, QGSJETII-03, QGSJETII-04,

and EPOS LHC for this comparison. The relation of hXmaxi
and hlnAi at a given energy E for these models is in good
agreement with the prediction from the generalized Heitler
model of hadronic air showers,

hXmaxi ¼ hXmaxip þ fEhlnAi; ð9Þ

where hXmaxip is the average depth of the shower maxi-
mum for proton showers at the given energy and fE an
energy-dependent parameter [4,41]. The parameters
hXmaxip and fE were computed from air shower simula-
tions for each model.
We derive a similar expression from Eq. (1) by

substituting Nμ;p ¼ ðE=ξcÞβ and computing the average
logarithm of the muon number

FIG. 4 (color online). Average muon content hRμi per shower
energy E as a function of the shower energy E in double
logarithmic scale. Our data is shown bin by bin (circles) together
with the fit discussed in the previous section (line). Square
brackets indicate the systematic uncertainty of the measurement;
the diagonal offsets represent the correlated effect of systematic
shifts in the energy scale. The grey band indicates the statistical
uncertainty of the fitted line. Shown for comparison are theo-
retical curves for proton and iron showers simulated at θ ¼ 67°
(dotted and dashed lines). Black triangles at the bottom show the
energy bin edges. The binning was adjusted by an algorithm to
obtain equal numbers of events per bin.
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hlnNμi ¼ hlnNμip þ ð1 − βÞhlnAi ð10Þ

β ¼ 1 −
hlnNμiFe − hlnNμip

ln 56
: ð11Þ

Since Nμ ∝ Rμ, we can replace lnNμ by lnRμ. The same
can be done in Eq. (2), which also holds for averages due to
the linearity of differentiation.
We estimate the systematic uncertainty of the approxi-

mate Heitler model by computing β from Eq. (11), and
alternatively from dhlnRμip=d lnE and dhlnRμiFe=d lnE.
The three values would be identical if the Heitler model was
accurate. Based on the small deviations, we estimate
σsys½β& ¼ 0.02. By propagating the systematic uncertainty
of β, we arrive at a small systematic uncertainty for the
predicted logarithmic muon content of σsys½hlnRμi& < 0.02.
With Eqs. (9)–(10), we convert the measured mean depth

hXmaxi into a prediction of the mean logarithmic muon
content hlnRμi at θ ¼ 67° for each hadronic interaction
model. The relationship between hXmaxi and hlnRμi can be
represented by a line, which is illustrated in Fig. 5. The
Auger measurements at 1019 eV are also shown. The
discrepancy between data and model predictions is shown
by a lack of overlap of the data point with any of the
model lines.
The model predictions of hlnRμi and dhlnRμi=d lnE

are summarized and compared to our measurement in
Figs. 6–7, respectively. For QGSJETII-03, QGSJETII-04,
and EPOS LHC, we use estimated hlnAi data from
Ref. [40]. Since QGSJET01 has not been included in that
reference, we compute hlnAi using Eq. (9) [4] from the

latest hXmaxi data [40]. The systematic uncertainty of
the hlnRμi predictions is derived by propagating the sys-
tematic uncertainty of hlnAi ['0.03ðsysÞ], combined with
the systematic uncertainty of the Heitler model ['0.02ðsysÞ].
The predicted logarithmic gain dhlnRμi=d lnE is calculated
through Eq. (2), while d lnA=d lnE is obtained from
a straight line fit to hlnAi data points between 4 × 1018

and 5 × 1019 eV. The systematic uncertainty of the
dhlnRμi=d lnE predictions is derived by varying the fitted
line within the systematic uncertainty of the hlnAi data
['0.02ðsysÞ], and by varying β within its systematic
uncertainty in Eq. (2) ['0.005ðsysÞ].
The four hadronic interaction models fall short in

matching our measurement of the mean logarithmic muon
content hlnRμi. QGSJETII-04 and EPOS LHC have been
updated after the first LHC data. The discrepancy is smaller
for these models, and EPOS LHC performs slightly better
than QGSJETII-04. Yet none of the models is covered by
the total uncertainty interval. The minimum deviation is
1.4σ. To reproduce the higher signal intensity in data, the
mean muon number around 1019 eV in simulations would
have to be increased by 30 to 80%½þ17

−20ðsysÞ%&. If on the
other hand the predictions of the latest models were close
to the truth, the Auger energy scale would have to be
increased by a similar factor to reach agreement. Without a
self-consistent description of air shower observables, con-
clusions about the mass composition from the measured
absolute muon content remain tentative.

FIG. 5 (color online). Average logarithmic muon content
hlnRμi (this study) as a function of the average shower depth
hXmaxi (obtained by interpolating binned data from Ref. [40]) at
1019 eV. Model predictions are obtained from showers simulated
at θ ¼ 67°. The predictions for proton and iron showers are
directly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

FIG. 6 (color online). Comparison of the mean logarithmic
muon content hlnRμi at 1019 eV obtained from Auger data with
model predictions for proton and iron showers simulated at
θ ¼ 67°, and for such mixed showers with a mean logarithmic
mass that matches the mean shower depth hXmaxi measured by
the FD. Brackets indicate systematic uncertainties. Dotted lines
show the interval obtained by adding systematic and statistical
uncertainties in quadrature. The statistical uncertainties for proton
and iron showers are negligible and suppressed for clarity.
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Phys.Rev.	  D91	  (2015)	  3,	  032003	  •  Muon	  EAS	  content	  is	  directly	  
related	  with	  the	  hadronic	  shower	  
component	  

•  Through	  inclined	  showers	  is	  
possible	  to	  measure	  directly	  the	  
muon	  content	  (Rμ)	  in	  the	  SD	  
–  Electromagne:c	  shower	  component	  
gets	  apenuated	  

•  Mean	  muon	  number	  compa:ble	  
with	  iron	  showers	  within	  
systema:c	  uncertain:es	  

•  Combina:on	  of	  the	  Rμ	  with	  Xmax	  
shows	  tension	  between	  data	  and	  
all	  hadronic	  interac:on	  models	  
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•  Muon	  Produc:on	  Depth	  
–  Sensi:ve	  to	  composi:on	  

•  Mean	  Xmax	  and	  Xμmax	  should	  
give	  the	  same	  average	  mass	  
composi:on	  
–  EPOS-‐LHC	  fails	  to	  provide	  a	  
consistent	  solu:on	  

VII. DISCUSSION

Under the assumption that air-shower simulations
are a fair representation of reality, we can compare them
to data in order to infer the mass composition of
UHECRs. For interaction models (like those used for
Fig. 8) that assume that no new physics effects appear
in hadronic interactions at the energy scales probed
by Auger, the evolution of the mean Xμ

max values indicates
a change in composition as the energy increases. Data
show a flatter trend than pure proton or pure iron
predictions (35.9! 1.2 and 48.0! 1.2 g=cm2=decade,
respectively5). We measure a value of dhXμ

maxi=dlog10E ¼
−25! 22ðstatÞ ! 21ðsystÞ g=cm2=decade. This value
deviates from a pure proton (iron) composition by
1.8 ð2.3Þσ.
In Fig. 8, we observe how QGSJETII-04 and EPOS-LHC

estimate, for both protons and iron, a similar muonic
elongation rate (evolution of Xμ

max with energy) but with
considerable differences in the absolute value of Xμ

max.
While the Auger data are bracketed by QGSJETII-04 , they
fall below the EPOS-LHC estimation for iron. Therefore, the
study of the MPD profile can also be used as a tool to
constrain hadronic interaction models.
Xmax and Xμ

max are strongly correlated, mainly by the
depth of first interaction [29,36]. According to simulations,
the correlation factor between these two observables is
≥ 0.8. Therefore, similarly to Xmax, X

μ
max is correlated with

the mass of the incident cosmic ray particle. We can thus
convert both observables into hlnAi using the same
interaction model [8,37].
Figure 9 shows the outcome of this conversion for two

different hadronic models. For EPOS-LHC the results
indicate primaries heavier than iron (lnAFe ≃ 4). The mean
lnA values extracted from the measurements of Xmax and
Xμ
max are incompatible at a level of at least 2.5σ. EPOS-LHC

in combination with FLUKA 2011.2b.4 as a low-energy
interaction model does not offer a consistent description of
the electromagnetic and muonic components of the EAS.
With QGSJETII-04/FLUKA, we obtain compatible values
for lnA, but it should be noted that, in contrast to EPOS-
LHC , this model has problems to describe in a consistent
way the first two moments of the lnA distribution obtained
from the Xmax measurements done with the FD [8]. We
conclude from the comparisons shown in Ref. [8] and here
that none of the interaction models recently tuned to LHC
data provide a consistent description of the Auger data on
EM and MPD profiles.
The found discrepancies underline the complementarity

of the information provided by the longitudinal profiles of
the electromagnetic particles and the muons. The EM
profile in a shower originates mainly from the decay
products of high-energy neutral pions produced in the first
few interactions and is thus closely related to the features of
hadronic interactions at very high energies. In contrast, the
MPD profile is an integral measure of high and inter-
mediate energy interactions, as most charged pions decay
only once they have reached energies below 30 GeV. While
details of interactions at a few 100 GeVare insignificant for
the EM profile, they are of direct relevance to muons.
Hence, the measurement of muon profiles provides valu-
able insight that sets additional constraints on model
descriptions and will help to improve our understanding
of hadronic interactions.

VIII. CONCLUSIONS

The FADC traces from the water Cherenkov detectors of
the Pierre Auger Observatory located far from shower cores
have been used to make a reconstruction of the muon
production depth distribution on an event-by-event basis.
The maximum of the distribution Xμ

max contains informa-
tion about the nature of UHECRs. However, the current
level of systematic uncertainties associated with its
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FIG. 9 (color online). Conversion of hXμ
maxi (circles) and hXmaxi (triangles) [38] to hlnAi, as a function of energy. On the left (right)

plot, we use QGSJETII-04 (EPOS-LHC ) as the reference hadronic model. See text for a detailed discussion of the difference between
models. Brackets correspond to the systematic uncertainties.

5Meanvalues betweenQGSJETII-04 andEPOS-LHCpredictions.
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two different parameterizations of the time variance
[33] model. They both have a common contribution
from the resolution on the absolute time given by the
GPS and from the 40 MHz sampling of the FADCs, and
they differ in the modeling of the fluctuations of the arrival
time of the first particle. The difference between the
two models induces a 5 g=cm2 systematic uncertainty
on the determination of the maximum of the muon
production depth.
Accidental signals. In real events, a background of

random accidental signals might appear. The most frequent
source of random noise is created by single particles
(generally isolated atmospheric muons) and, more rarely,
by a bunch of particles arriving at the same time from a
low-energy shower close to a SD station. In general, it is
very difficult to identify and take into account all possible
sources of accidental signals. They can appear at any time
and at any location in the SD array, completely uncorre-
lated with the genuine primary shower signal. Random
accidental signals can have a damaging effect on the data
quality, since they can trigger some stations of the array,
distorting the reconstruction of the showers. In our
analysis, the main impact comes from a possible under-
estimation of the start time of the traces due to an
accidental signal prior to the true one. Using an unbiased
sample of random accidental signals extracted from data
events collected in the SD stations, we have studied the
influence of accidental signals in the Monte Carlo recon-
structions. Regardless of the energy and primary mass, we
have found a systematic underestimation by ∼4.5 g=cm2

in the determination of Xμ
max. We have corrected for this

bias in our data.
Atmospheric profile. For the reconstruction of the MPD

profiles, the atmospheric conditions at the Auger site,
mainly height-dependent atmospheric profiles, have to be
well known. To quantify the influence of the uncertainty in
the reconstructed atmospheric profiles on the value of
Xμ
max, a direct comparison of GDAS data3 with local

atmospheric measurements4 has been performed on an
event-by-event basis. We have obtained a distribution
with a small shift of 2.0 g=cm2 in Xμ

max and a rms
of 8.6 g=cm2.
Selection efficiency. The selection efficiency for heavy

primaries is larger than for protons, since the former
have a muon-richer signal at the ground. The analysis
was conceived to keep this difference below 10% for the
whole energy range. This difference in efficiency, although
small, may introduce a systematic effect in the determi-
nation of Xμ

max. We have determined it by running our
analysis over a 50=50 mixture of protons and iron,

resulting in a negligible contribution to the systematic
uncertainty of ≤ 2 g=cm2.
Table II summarizes the sources contributing to the

systematic uncertainty. The overall systematic uncertainty
in hXμ

maxi amounts to ∼17 g=cm2. This represents approx-
imately 25% of the proton-iron separation.

VI. Results

The data set used in this analysis comprises events
recorded between 1 January 2004 and 31 December 2012.
We compute the MPD distributions on an event-by-event
basis. To guarantee an accurate reconstruction of the
longitudinal profile, we impose the selection criteria
described in Sec. V B. For the angular range and energy
threshold set in this analysis, our initial sample contains
500 events. After our quality cuts, it is reduced to 481
events.
The evolution of the measured hXμ

maxi as a function of
the energy is shown in Fig. 8. The data are grouped in five
energy bins of width 0.1 in log10ðE=eVÞ, except for the last
bin, which contains all events with energy above
log10ðE=eVÞ ¼ 19.7ðE ¼ 50 EeVÞ. The sizes of error bars
represent the standard deviation of the mean.

TABLE II. Evaluation of the main sources of systematic
uncertainties in Xμ

max.

Source Sys. uncertainty [g=cm2]

Reconstruction, hadronic
model and primary

10

Seasonal effect 12
Time variance model 5
Total 17
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FIG. 8 (color online). hXμ
maxi as a function of energy. The

predictions of different hadronic models for protons and iron are
shown. Numbers indicate the number of events in each energy
bin, and brackets represent the systematic uncertainty.

3GDAS is a publicly available data set containing all main state
variables dependent on altitude with a validity of 3 hours for each
data set [34,35].

4Intermittent meteorological radio soundings with permanent
ground-based weather stations.
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•  Auger	  PRIME	  –	  “Primary	  cosmic	  
Ray	  Iden:fica:on	  through	  Muons	  
and	  Electrons”	  
–  Scin:llator	  on	  top	  of	  the	  tank	  to	  
measure	  directly	  e.m.	  shower	  
component	  

– WCD	  measures	  e.m.	  +	  muons	  
–  Upgrade	  to:	  

•  Enhance	  primary	  iden:fica:on	  	  
•  Improve	  shower	  descrip:on	  
•  Reduce	  systema:c	  uncertain:es	  

Where we stand  

8 

The Swiss clock!   

Many and important results !    

Frac:on	  of	  Cherenkov	  tanks	  in	  opera:on	  



Summary	  
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•  UHECRs	  measured	  at	  Pierre	  Auger	  
Observatory	  

•  Opportunity	  to	  study	  the	  high-‐energy	  Universe	  and	  
Par:cle	  Physics	  at	  the	  highest	  energies	  

•  Pierre	  Auger	  Observatory	  has	  delivered	  many	  
important	  results	  

•  GZK-‐like	  suppression	  established	  
•  Unexpected	  primary	  mass	  composi:on	  scenarios	  
•  Current	  hadronic	  interac:on	  models	  not	  able	  to	  
describe	  consistently	  the	  air	  shower	  observables	  

•  Upgrade:	  Auger	  PRIME	  
•  Measure	  independently	  the	  e.m.	  and	  muonic	  
component	  at	  ground	  
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A binned maximum-likelihood method is used to find
the best-fitting combination of the various species. For a
given energy bin E, the likelihood is expressed as

L ¼
Y

j

"
e−CjCnj

j

nj!

#
; ð4Þ

where nj is the measured count of events in Xmax bin j and
Cj is the corresponding MC prediction. As a practical
consideration, we remove the factorials by dividing L by
the likelihood value obtained when Cj ¼ nj. As this value
is a constant factor, the maximization is not affected by this
process. This has the added advantage that the resulting
likelihood ratio can also be used as an estimator for the
goodness of fit [11];

L0 ¼
Y

j

"
e−CjCnj

j

nj!

#

=

"
e−njnnjj
nj!

#

: ð5Þ

The species fractions Fi that best fit the data are found by
minimizing the negative log-likelihood expression

L ¼ − lnL0 ¼
X

j

!
Cj − nj þ nj ln

nj
Cj

"
: ð6Þ

The fit quality is measured by the p-value, which is
defined as the probability of obtaining a worse fit (larger
L) than that obtained with the data, assuming that
the distribution predicted by the fit results is correct.
To construct p-values for the fit, mock data sets of
the predicted Xmax distribution were generated from the
templates with size equal to the real data set. The
p-value was calculated as the fraction of mock data sets
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FIG. 4 (color online). Fitted fraction and quality for the scenario of a complex mixture of protons, helium nuclei, nitrogen nuclei, and
iron nuclei. The upper panels show the species fractions and the lower panel shows the p-values.
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where nj is the measured count of events in Xmax bin j and
Cj is the corresponding MC prediction. As a practical
consideration, we remove the factorials by dividing L by
the likelihood value obtained when Cj ¼ nj. As this value
is a constant factor, the maximization is not affected by this
process. This has the added advantage that the resulting
likelihood ratio can also be used as an estimator for the
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The fit quality is measured by the p-value, which is
defined as the probability of obtaining a worse fit (larger
L) than that obtained with the data, assuming that
the distribution predicted by the fit results is correct.
To construct p-values for the fit, mock data sets of
the predicted Xmax distribution were generated from the
templates with size equal to the real data set. The
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FIG. 4 (color online). Fitted fraction and quality for the scenario of a complex mixture of protons, helium nuclei, nitrogen nuclei, and
iron nuclei. The upper panels show the species fractions and the lower panel shows the p-values.
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