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Deriving the correction f(σφ/ση, η)

3

- First exclude η-cracks, compute the correction for bins of σφ/ση and η, and then 
extrapolate it to the η-cracks (in order to not mix material budget and ECAL geometry). 

- Then fit the σφ/ση dependence for each bins of η.
- η-binning follows the material budget η-dependence, strong η dependence of σφ/ση
=> Take care of the fourth module
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Introduction

‣ Accurate modeling 
of V+jets production 
crucial for the CMS 
physics program

✦ background to 

searches for BSM 
and Higgs analyses


‣ Sensitive to several 
aspects of QCD 
phenomenology

✦ pQCD

✦ PDFs and MC tunes
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‣ Excellent overall agreement with SM theory 
over several orders of magnitude!
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Differential W + jets at 7 TeV

‣W→μν + at least 1 jet with pT > 30 GeV 


‣MT (μ,MET) > 50 GeV 


‣Multi-jet background estimated 
from data reverting isolation cut


‣ Syst. uncertainties: JEC/JER, unfolding

3

8 8 Results

sponse matrix is calculated by randomly varying the content of the response matrix according
to a Poisson uncertainty in each bin.

The effect of the systematic variations on the measured cross section as a function of the exclu-
sive jet multiplicity is illustrated in Fig. 2. The uncertainties given in Fig. 2 are the total uncer-
tainty for each jet multiplicity. The corresponding ranges of systematic uncertainty across bins
of jet pT are given in Table 1.
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Figure 2: The dominant systematic uncertainties in the measurement of the W+jets cross section
as a function of the exclusive jet multiplicity. The systematic uncertainties displayed include
the jet energy scale and resolution (JES, JER), the choice of generator used in the unfolding
procedure (Generator), the statistical uncertainty in the data minus the background, propa-
gated through the unfolding procedure (Statistical), the uncertainty due to a finite number of
simulated events used to construct the response matrix (MC stat.), and all other systematic un-
certainties (Other) detailed in Section 7, including pileup, integrated luminosity, background
normalisation, b-tagging, muon momentum and resolution, trigger efficiency, muon identifica-
tion. The uncertainties presented here correspond to the weighted average of the values shown
in Table 1.

8 Results
The cross sections for exclusive and inclusive jet multiplicities are given in Fig. 3. In Figs. 4– 7
the differential cross sections are presented. The measured W+jets cross sections are compared
to the predictions from several generators. We consider W+jets signal processes generated
with MADGRAPH 5.1.1 using the CTEQ6L1 PDF set, with SHERPA 1.4.0 using the CT10 [45, 46]
PDF set, and with BLACKHAT+SHERPA [17] using the CT10 PDF set. Predictions from MAD-
GRAPH +PYTHIA and SHERPA are normalised to the NNLO inclusive cross sections calculated
with FEWZ [29]. The SHERPA sample is a separate sample from that used for the evaluation
of uncertainties in Section 7. The MADGRAPH and SHERPA predictions provide leading-order
(LO) matrix element (ME) calculations at each jet multiplicity, which are then combined into
inclusive samples by matching the ME partons to particle jets. Parton showering (PS) and
hadronisation of the MADGRAPH sample is performed with PYTHIA 6.426 using the Z2 tune.

5

The shape and normalisations of the Z/g⇤+jets and tt predictions are cross-checked in selected
data samples. The Z+jets background is compared to data in a Z-boson dominated data sample
that requires two well-identified, isolated muons. The tt background is compared to data in a
control region requiring at least two b-tagged jets. Background estimations from simulation
and from data control samples agree within the uncertainties described in Section 7.

The multijet background is estimated using a data control sample with an inverted muon isola-
tion requirement. In the control sample, the muon misidentification rate for multijet processes
is estimated in the multijet-enriched sideband region with MT < 50 GeV, and the shape tem-
plate of the multijet distribution is determined in the region with MT > 50 GeV. Contributions
from other processes to the multijet control region are subtracted, including the dominant con-
tribution from W+jets. In order to improve the estimation of W+jets in the multijet control
region, the W+jets contribution is first normalised to data in the MT > 50 GeV region with
the muon isolation condition applied. The multijet shape template is then rescaled accord-
ing to the muon misidentification rate. For exclusive jet multiplicities of 1–4, the purity of the
multijet-enriched inverted-isolation sideband region is 99.7–98.1%, and the purity of the W+jets
contribution to the signal region is 92–76%. The multijet estimate corresponds to 32.7–1.9% of
the total background estimate, or 2.6–0.3% of the total SM prediction.
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Figure 1: The jet multiplicity in data and simulation before (left) and after (right) the b-jet veto.
The W+jets contribution is modelled with MADGRAPH 5.1.1+PYTHIA 6.424. The solid band
indicates the total statistical and systematic uncertainty in the W+jets signal and background
predictions, as detailed in Section 7. This includes uncertainties in the jet energy scale and
resolution, the muon momentum scale and resolution, the pileup modelling, the b-tagging
correction factors, the normalisations of the simulations, and the efficiencies of reconstruction,
identification, and trigger acceptance. A substantial reduction in the expected tt background is
observed in the right plot.

Background composition 
after b-jet veto

PLB 741 (2015) 12
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Differential W + jets at 7 TeV

‣ Results unfolded 
to particle level


‣ Comparison with 
fixed-order NLO 
predictions and 
multi-leg generators


‣ Good agreement 
in jet multiplicity


‣ LO ME+PS generators 
overestimate the yield 
at high leading jet pT
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Figure 3: The cross section measurement for the exclusive and inclusive jet multiplicities,
compared to the predictions of MADGRAPH 5.1.1 + PYTHIA 6.426, SHERPA 1.4.0, and BLACK-
HAT+SHERPA (corrected for hadronisation and multiple-parton interactions). Black circular
markers with the grey hatched band represent the unfolded data measurement and its uncer-
tainty. Overlaid are the predictions together with their statistical uncertainties (Theory stat.).
The BLACKHAT+SHERPA uncertainty also contains theoretical systematic uncertainties (Theory
syst.) described in Section 8. The lower plots show the ratio of each prediction to the unfolded
data.

Predictions from generators, MADGRAPH+PYTHIA and SHERPA, and NLO calculations from
BLACKHAT+SHERPA, describe the jet multiplicity within the uncertainties. The cross section as
a function of the pT of the leading jet is overestimated by MADGRAPH+PYTHIA and SHERPA,
especially at high-pT. Some overestimation from MADGRAPH+PYTHIA can also be observed
in the second- and third-leading jet pT distributions. The cross sections as a function of pT
predicted by BLACKHAT+SHERPA agree with the measurements within uncertainties. The pre-
dictions from BLACKHAT+SHERPA underestimate the measurement of the cross section as a
function of HT for Njet � 1, since the contribution from W+�3 jets is missing from an NLO
prediction of W+�1 jet. The cross sections as a function of HT for Njet � 2, 3, and 4 predicted
by BLACKHAT+SHERPA agree with the measurements within the uncertainties. The distribu-
tions of Df between the leading jet and the muon are underestimated by all predictions for Df
values near zero, with the largest disagreement visible in BLACKHAT+SHERPA. The distribu-
tions of Df between the second-, third-, and fourth-leading jets and the muon agree with all
predictions within uncertainties. No significant disagreement was found in the distributions of
h of the four leading jets.
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Figure 4: The differential cross section measurement for the leading four jets’ transverse mo-
menta, compared to the predictions of MADGRAPH 5.1.1 + PYTHIA 6.426, SHERPA 1.4.0, and
BLACKHAT+SHERPA (corrected for hadronisation and multiple-parton interactions). Black cir-
cular markers with the grey hatched band represent the unfolded data measurement and its
uncertainty. Overlaid are the predictions together with their statistical uncertainties (Theory
stat.). The BLACKHAT+SHERPA uncertainty also contains theoretical systematic uncertainties
(Theory syst.) described in Section 8. The lower plots show the ratio of each prediction to the
unfolded data.
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Differential Z + jets at 8 TeV

5

8.1 Jet multiplicity 7

cross-section. The level of precision of the measurement does not allow to probe the improve-
ment expected from the inclusion of the NLO terms. For larger jet multiplicity the difference
between predictions and data is still within the uncertainties.
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Figure 2: Cross section measured as a function of the (left) exclusive and (right) inclusive jet
multiplicity distributions compared to the SHERPA and MADGRAPH Monte Carlo predictions.
The lower panels show the ratios of the theory predictions to data. Error bars around the
experimental points show the statistical uncertainty, while the crosshatched bands indicate the
statistical plus systematic uncertainties added in quadrature. The colored filled band around
the MC prediction represents the statistical uncertainty of the generated sample.

7.1 Differential cross sections 13
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Figure 3: Ratio of the inclusive rates for njets � 2 and njets � 1 versus the transverse mo-
mentum of the boson for Z + jets in detector-corrected data compared to estimations from
MADGRAPH+PYTHIA6, SHERPA, and BLACKHAT (top left) and for g+ jets for central rapidities
|yg| < 1.4 in detector-corrected data compared with estimations from MADGRAPH+PYTHIA6
and BLACKHAT (top right). A detailed explanation is given in Section 7.1. The bottom plots
give the ratio of the various theoretical estimations to the data in the Z + jets case (bottom left)
and g + jets case (bottom right).

‣ Z→μμ,ee + at least 1 jet, compared to:


‣  Sherpa2: NLO ME (Z+0/1/2j) 
+ LO ME (≤4j) + PS


‣Madgraph + Pythia (≤4j)


‣ BlackHat + Sherpa


‣ Good agreement in jet multiplicity

CMS PAS SMP-13-007

CERN-PH-EP/2015-089 (SMP-14-005)
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Deriving the correction f(σφ/ση, η)

3

- First exclude η-cracks, compute the correction for bins of σφ/ση and η, and then 
extrapolate it to the η-cracks (in order to not mix material budget and ECAL geometry). 

- Then fit the σφ/ση dependence for each bins of η.
- η-binning follows the material budget η-dependence, strong η dependence of σφ/ση
=> Take care of the fourth module

Photon low R9 Electron

M. Peruzzi (CERN)
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Figure 2: Double differential cross section versus leading jet transverse momentum for various
rapidity bins in the di-muon channel. Data points are shown with statistical error bars. The
black lines are MADGRAPH predictions normalised to the inclusive NNLO cross-section. The
SHERPA 2 predictions is shown as blue band, whose thickness indicates the statistical uncer-
tainty.

Differential Z + jets at 8 TeV

‣Madgraph overestimates the 
cross section at high Z pT


‣ BlackHat ratio to data is flatter


‣ Double differential measurements 
are also available:

6

7.1 Differential cross sections 11
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Figure 1: Top left: Differential cross section for Z boson production as a function of pZ
T for

an inclusive Z + jets, njets � 1 selection of detector-corrected data in comparison with esti-
mations from MADGRAPH+PYTHIA6, SHERPA, and BLACKHAT. Top right: Differential cross
section for photon production as a function of pg

T for an inclusive g + jets, njets � 1 selection
for central rapidities |yg| < 1.4 in detector-corrected data is compared with estimations from
MADGRAPH+PYTHIA6 and BLACKHAT. A detailed explanation is given in Section 7.1. The
bottom plots give the ratio of the various theoretical estimations to the data in the Z + jets case
(bottom left) and g + jets case (bottom right).

Differential cross section as a function of Z pT
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Deriving the correction f(σφ/ση, η)

3

- First exclude η-cracks, compute the correction for bins of σφ/ση and η, and then 
extrapolate it to the η-cracks (in order to not mix material budget and ECAL geometry). 

- Then fit the σφ/ση dependence for each bins of η.
- η-binning follows the material budget η-dependence, strong η dependence of σφ/ση
=> Take care of the fourth module

Photon low R9 Electron

M. Peruzzi (CERN)

W, Z + heavy flavor

‣ Z+b,bb: good agreement with NLO predictions, some discrepancy for nearby b-jets:

7
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Figure 10: Comparison of the theoretical predictions for s(W + c) computed with MCFM and
several sets of PDFs with the average of the experimental measurements. The top plot shows
the predictions for a pT threshold of the lepton from the W-boson decay of p`T > 25 GeV and
the bottom plot presents the predictions for p`T > 35 GeV. The uncertainty associated with scale
variations is ±5%.

Norbert Neumeister – Purdue University SM@LHC 2015

Z + ≥2 b-jets
• Inclusive and differential cross sections as function of the angular 

separation between B hadrons produced in association with a Z
– B hadrons are identified as displaced secondary vertices without use of jets, 

which allows to study B-hadron pair production at small angular separation.

– The production differential cross section as function of the angular separation 
and boost of the Z boson are compared to several predictions from 
simulations at tree-level and NLO accuracies.
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Deriving the correction f(σφ/ση, η)

3

- First exclude η-cracks, compute the correction for bins of σφ/ση and η, and then 
extrapolate it to the η-cracks (in order to not mix material budget and ECAL geometry). 

- Then fit the σφ/ση dependence for each bins of η.
- η-binning follows the material budget η-dependence, strong η dependence of σφ/ση
=> Take care of the fourth module

Photon low R9 Electron

M. Peruzzi (CERN)

Differential Z/𝛄 ratio at 8 TeV

‣ At high pT, Z/g cross section ratio 
expected to reach a plateau at LO


‣ Important to model Z→νν from data


‣ Data/theory ratio is flat

✦ agreement at ~ 20% level

✦ similar trend in all phase space regions

8

18 7 Results

bulk. However, we know that the former underestimates the theoretical uncertainty due to
renormalization and factorization scales, and the latter overestimates it. The estimation of this
uncertainty has been discussed in the literature, and has been examined by comparing different
theoretical computational estimations ([9] and [30]). Both of the previously mentioned methods
misrepresent the actual uncertainty due to the renormalization and factorization scales. We
therefore choose the larger relative scale uncertainty band from each process as an estimate of
the uncertainty on the final ratio. Using the NLO cross sections, BLACKHAT predicts the Rdilep
ratio with a value of RBH = 0.03794, which is higher than that observed in data by a factor of
1.18 ± 0.14 (stat + syst).
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Figure 6: Differential cross section ratio of averaged Z ! (e+e� + µ+µ�) over g as a function
of the total transverse-momentum cross section and for central bosons (|yV | < 1.4) at different
kinematic selections in detector-corrected data. Top left: inclusive (njets � 1); top right: HT �
300 GeV, njets � 1. The black error bars reflect the statistical uncertainty in the ratio, the hatched
(gray) band represents the total uncertainty in the measurement. The shaded band around the
MADGRAPH+PYTHIA6 simulation to data ratio represents the statistical uncertainty in the MC
estimation. The bottom plots give the ratio of the various theoretical estimations to the data in
the njets � 1 case (bottom left) and HT � 300 GeV case (bottom right).
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bulk. However, we know that the former underestimates the theoretical uncertainty due to
renormalization and factorization scales, and the latter overestimates it. The estimation of this
uncertainty has been discussed in the literature, and has been examined by comparing different
theoretical computational estimations ([9] and [30]). Both of the previously mentioned methods
misrepresent the actual uncertainty due to the renormalization and factorization scales. We
therefore choose the larger relative scale uncertainty band from each process as an estimate of
the uncertainty on the final ratio. Using the NLO cross sections, BLACKHAT predicts the Rdilep
ratio with a value of RBH = 0.03794, which is higher than that observed in data by a factor of
1.18 ± 0.14 (stat + syst).
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Figure 6: Differential cross section ratio of averaged Z ! (e+e� + µ+µ�) over g as a function
of the total transverse-momentum cross section and for central bosons (|yV | < 1.4) at different
kinematic selections in detector-corrected data. Top left: inclusive (njets � 1); top right: HT �
300 GeV, njets � 1. The black error bars reflect the statistical uncertainty in the ratio, the hatched
(gray) band represents the total uncertainty in the measurement. The shaded band around the
MADGRAPH+PYTHIA6 simulation to data ratio represents the statistical uncertainty in the MC
estimation. The bottom plots give the ratio of the various theoretical estimations to the data in
the njets � 1 case (bottom left) and HT � 300 GeV case (bottom right).
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Figure 7: Differential cross section ratio of Z ! (e+e� + µ+µ�) over g as a function of the total
transverse-momentum cross section and for central bosons (|yV | < 1.4) at different kinematic
selections in detector-corrected data. Top left: 2-jet (njets � 2); top right: 3-jet (njets � 3). The
black error bars reflect the statistical uncertainty in the ratio, the hatched (gray) band represents
the total uncertainty in the measurement. The shaded band around the MADGRAPH+PYTHIA6
simulation to data ratio represents the statistical uncertainty in the MC estimation. The bottom
plots give the ratio of the various theoretical estimations to the data in the njets � 2 case (bottom
left) and njets � 3 case (bottom right).
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bulk. However, we know that the former underestimates the theoretical uncertainty due to
renormalization and factorization scales, and the latter overestimates it. The estimation of this
uncertainty has been discussed in the literature, and has been examined by comparing different
theoretical computational estimations ([9] and [30]). Both of the previously mentioned methods
misrepresent the actual uncertainty due to the renormalization and factorization scales. We
therefore choose the larger relative scale uncertainty band from each process as an estimate of
the uncertainty on the final ratio. Using the NLO cross sections, BLACKHAT predicts the Rdilep
ratio with a value of RBH = 0.03794, which is higher than that observed in data by a factor of
1.18 ± 0.14 (stat + syst).

 [GeV]γZ/
T

p
100 200 300 400 500 600 700 800

γ T
/d

p
σ

 / 
d

Z T
/d

p
σd

0.005

0.010

0.015

0.020

0.025

0.030

0.035

0.040

0.045

0.050

Data

Stat.+syst.

BlackHat

MadGraph

 CMS

 (8 TeV)-119.7 fb

|<1.4V|y

 [GeV]γZ/
T

p
100 200 300 400 500 600 700 800

γ T
/d

p
σ

 / 
d

Z T
/d

p
σd

0.005

0.010

0.015

0.020

0.025

0.030

0.035

0.040

0.045

0.050

Data

Stat.+syst.

BlackHat

MadGraph

 CMS

 (8 TeV)-119.7 fb

 > 300 GeV
T

| < 1.4, HV|y

[GeV]γZ/
T

p
100 200 300 400 500 600 700 800

M
ad

G
ra

ph
/D

at
a

0.6

0.8

1.0

1.2

1.4

MadGraph stat. error

[GeV]γZ/
T

p
100 200 300 400 500 600 700 800

Bl
ac

kH
at

/D
at

a

0.6

0.8

1.0

1.2

1.4

PDF Scale

 CMS

 (8 TeV)-119.7 fb

[GeV]γZ/
T

p
100 200 300 400 500 600 700 800

M
ad

G
ra

ph
/D

at
a

0.6

0.8

1.0

1.2

1.4

MadGraph stat. error

[GeV]γZ/
T

p
100 200 300 400 500 600 700 800

Bl
ac

kH
at

/D
at

a

0.6

0.8

1.0

1.2

1.4

PDF Scale

 CMS

 (8 TeV)-119.7 fb

Figure 6: Differential cross section ratio of averaged Z ! (e+e� + µ+µ�) over g as a function
of the total transverse-momentum cross section and for central bosons (|yV | < 1.4) at different
kinematic selections in detector-corrected data. Top left: inclusive (njets � 1); top right: HT �
300 GeV, njets � 1. The black error bars reflect the statistical uncertainty in the ratio, the hatched
(gray) band represents the total uncertainty in the measurement. The shaded band around the
MADGRAPH+PYTHIA6 simulation to data ratio represents the statistical uncertainty in the MC
estimation. The bottom plots give the ratio of the various theoretical estimations to the data in
the njets � 1 case (bottom left) and HT � 300 GeV case (bottom right).
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Deriving the correction f(σφ/ση, η)

3

- First exclude η-cracks, compute the correction for bins of σφ/ση and η, and then 
extrapolate it to the η-cracks (in order to not mix material budget and ECAL geometry). 

- Then fit the σφ/ση dependence for each bins of η.
- η-binning follows the material budget η-dependence, strong η dependence of σφ/ση
=> Take care of the fourth module
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Photon identification :
- Electron rejection : the supercluster should not be matched to 

a hit in the pixel detector (not applied for conversion method)
- Selection on the transverse shape of the energy deposit in 

ECAL, required to be compatible with a single photon shower
- Isolation : in a cone ΔR<0.4 around the photon, use ∑ET of 

energy deposits in ECAL, HCAL and ∑pT of the charged 
particles measured in the tracker

Converted photons :
- Start from energy deposits in ECAL
- Track finding proceeds inward and outwards, taking 
into account electron energy loss by bremsstrahlung

- Select the e+/e- pair with the best vertex fit χ2

Reconstructing conversions
Here we use the ECAL-seeded conversion 
reconstruction.

• ECAL information can be used to seed a 
track-finding designed specifically to 
reconstruct conversion tracks.

• In the first step, we look for hits in the 
outer tracker layers which are consistent 
with an ECAL supercluster.  Tracks are built 
by looking inward and collecting hits.

• In the second step, we assume the 
innermost hit of the first track is the 
conversion vertex, and look outwards for 
hits from the second track.

• Track pairs are fitted to a common vertex 
imposing the constraint that they are 
parallel at the vertex, and the tracks are 
refit with the vertex constraint.

4

Monday, May 23, 2011

- Huge background of boosted neutral mesons decaying to two photons, reconstructed 
as a single one

- After identification, need to statistically subtract the background component
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- Huge background of boosted neutral mesons decaying to two photons, reconstructed 
as a single one

- After identification, need to statistically subtract the background component

Differential 𝛄𝛄 + jets at 7 TeV

‣ First differential 𝛄𝛄+jets measurement at LHC

✦ photon pT > 40, 25 GeV, jet pT > 25 GeV

9

‣ Background from 
boosted neutral 
mesons in jets:

Random cone to predict isolation 
around prompt photons

‣ Data-driven photon purity 
from 2D template fit of 
particle-flow isolation
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Deriving the correction f(σφ/ση, η)

3

- First exclude η-cracks, compute the correction for bins of σφ/ση and η, and then 
extrapolate it to the η-cracks (in order to not mix material budget and ECAL geometry). 

- Then fit the σφ/ση dependence for each bins of η.
- η-binning follows the material budget η-dependence, strong η dependence of σφ/ση
=> Take care of the fourth module

Photon low R9 Electron

M. Peruzzi (CERN)

Differential 𝛄𝛄 + jets at 7 TeV

‣Comparison with SHERPA, 
aMC@NLO and GoSam
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Deriving the correction f(σφ/ση, η)

3

- First exclude η-cracks, compute the correction for bins of σφ/ση and η, and then 
extrapolate it to the η-cracks (in order to not mix material budget and ECAL geometry). 

- Then fit the σφ/ση dependence for each bins of η.
- η-binning follows the material budget η-dependence, strong η dependence of σφ/ση
=> Take care of the fourth module

Photon low R9 Electron

M. Peruzzi (CERN)
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1 Introduction

The production of W/Z boson in association with two jets via the t-channel exchange of an
electroweak gauge boson (EWK production) plays an important role for tests of the standard
model (SM) predictions. This process is characterized by a presence of two jets separated in
rapidity (rapidity gap) and can can be described by the diagrams presented in Fig. 1. This con-
figuration is experimentally challenging and requires a precise understanding of soft emissions
in QCD. These EWK processes have already been considered to investigate the rapidity gaps
at hadron colliders [1, 2], as a probe of anomalous triple-gauge-boson (TGC) couplings [3, 4] or
as a background to Higgs boson searches in the VBF channels [5–8].

Three classes of the EWK diagrams for W/Z boson production in association with two jets are
shown in Fig. 1: bremsstrahlung (a), VBF processes (b) and multiperipheral diagrams (c). Note
that there can be large interference effects among the VBF and non-VBF EWK diagrams.

The EWK production of Z+2 jets process has been studied using ⇠5 fb�1 of data recorded by
CMS at

p
s = 7 TeV [9] and ⇠20 fb�1 of data recorded at

p
s = 8 TeV [10]. ATLAS published

similar results using ⇠20 fb�1 of data at
p

s = 8 TeV [11]. The EWK production of same-sign
WW+2 jets has recently been studied using ⇠19 fb�1 of data recorded by CMS at

p
s = 8 TeV

[12] and ⇠20 fb�1 of data recorded by ATLAS at
p

s = 8 TeV [13].

This document presents a measurement of the EWK W+2 jets production cross section. The
W bosons are identified via their decay to muons or electrons. The W bosons are required to
be produced centrally with two jets well separated in rapidity. The dataset corresponds to an
integrated luminosity of 19.3 ± 0.5 (19.2 ± 0.5) fb�1 collected by the CMS experiment in the
muon (electron) channel at

p
s = 8 TeV.

(a) Bremsstrahlung (b) VBF (c) Multiperipheral

Figure 1: Representative diagrams for EWK `njj productions at the LHC: (a) Bremsstrahlung,
(b) VBF, and (c) Multiperipheral processes.

2 Simulated samples

The EWK W(W! `n, with ` = e, µ, t)+2 jets signal, W+jets background, tt and Drell–Yan
events are simulated using MADGRAPH5 [14]. Single-top production is modeled with POWHEG
1.0 [15–19]. Diboson samples (WW, WZ, ZZ) are generated with PYTHIA 6.4 [20]. These samples
are generated using the CTEQ6L1 [21] parton distribution functions (PDF) set, except for the
POWHEG single-top sample, where the CTEQ6M [21] PDF set is used. PYTHIA provides the
parton shower simulation for these samples, with parameters of the underlying event set to
the Z2⇤ tune [22]. The signal events are generated with dynamically assigned factorization
and renormalization scales. The TAUOLA Fortran 2.7 package [23] is used in the simulation of
t decays. For systematic studies the signal sample was also interfaced with HERWIG++ [24],
which has a different parton shower model than PYTHIA.

The W+jets background events are generated with up to four partons using matrix-element

4 4 Background evaluation and signal estimation

The BDT is trained using MC to discriminate the EWK W(W! `n, with ` = e, µ, t)+2 jets
signal from the QCD W+jets, which is the main background, and is performed for selected MC
events with mjj > 260 GeV. The EWK events are expected to have higher BDT values then
background. It was found that the W+jet simulation overestimates the event yield in data and
therefore the MC and data were normalized for events with BDT < 0.1. We require mjj > 1000
GeV when performing the fit. The other background contributions are fixed in this procedure
to their simulated yields. The resulted W+jets normalization scale factors are 0.70 ± 0.02 (stat.)
and 0.71 ± 0.02 (stat.) for muon and electron channels, respectively.

Fig. 2 shows the BDT output distributions for muon and electron channels, with W+jets MC
sample multiplied by the normalization scale factors described above and signal sample mul-
tiplied by the scale factor we obtain later in this section. The uncertainty band includes MC
statistical uncertainty, luminosity uncertainty and QCD fake electron systematic uncertainty.
The distributions of (data-MC)/(uncertainty), where the uncertainty is computed at each point
by combining the uncertainties on the data and the MC, are also showed in these plots. As
shown in Fig. 2, the BDT output distributions do not agree well between data and MC. The
remnant discrepancy between data and MC is considered as addition systematic uncertainty
as described in Section 5.
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Figure 2: BDT discriminant output in muon (left) and electron (right) channel.

Distributions for data and simulation after the lepton selection and jet selection requirements
are shown in Figs 3 and 4, with W+jets MC sample multiplied by the normalization scale factors
we described above.

Now considering that the QCD W+jet background normalization is known the extraction of
the signal yield is performed using an unbinned maximum likelihood fit to the mjj distribution
in the data.

We employ a parametric function to model mjj for signal and each of the background contri-
butions, which are listed bellow. Only high side of mjj > 1000 GeV is used in the fit. Based on
the simulation we expect the mjj distribution to be well-described by the two parameter power
law function:

F =
1.0

m
a0+a1log(mjj/8000)
jj

(1)

EWK W + 2 jets production

‣ Stringent test of SM (aTGC), background to VBF Higgs


‣ Different classes of interfering EWK diagrams


‣Two forward jets with large mjj, discrimination 
against QCD W+jets from multivariate discriminant
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6 4 Background evaluation and signal estimation

result described above.

The top-quark background is a combination of tt and single top processes with the MC samples
combined based on the expected cross sections. The shape parameters are obtained from the
simulation and fixed during the fit. The top-quark background normalization is assumed to
have a Gaussian probability density function with a width of 7% [48–53].

QCD multijet events can be misidentified as signal because of the non-negligible probability of
jets to be reconstructed as leptons. For multijet events, this central value is obtained from an
independent two-component fit to the Emiss

T distribution which determines the corresponding
fraction in the data [44]. The fit uncertainty is used as a constraint on the multijet contribution.

Other minor background processes (dibsons and Drell-Yan) are represented by its own compo-
nent in the fit with the corresponding normalization fixed in the fit. The shape parameters are
obtained from the simulation and fixed during the fit.
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Figure 5: (left) Distribution of the mjj for muon (top) and electron (bottom) channel. (center)
The mjj after subtraction of all components except the EWK W+2 jets process. The error bars
represent the statistical uncertainties. (right) The distribution of (data � fit)/(uncertainty).

Table 1: Expected event yields and the ratio between the measured and expected yields ex-
tracted from a maximum-likelihood fit to the data.

Bin Muons Electrons
Predicted Measured Ratio Predicted Measured Ratio

EWK W+2jets 1541 0.87 ± 0.08 1195 0.83 ± 0.08
Dibosons 29 1.00(fixed) 26 1.00(fixed)
Multijet — — 510 fixed to Emiss

T fit in data
Top 1357 1.00 ± 0.07 933 1.00 ± 0.07
W+Jets 5084 0.70(fixed) 3913 0.71(fixed)
Z+Jets 256 1.00(fixed) 236 1.00(fixed)

Fig. 5 (left) shows the observed mjj distribution for both muon and electron channels, together
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result described above.

The top-quark background is a combination of tt and single top processes with the MC samples
combined based on the expected cross sections. The shape parameters are obtained from the
simulation and fixed during the fit. The top-quark background normalization is assumed to
have a Gaussian probability density function with a width of 7% [48–53].

QCD multijet events can be misidentified as signal because of the non-negligible probability of
jets to be reconstructed as leptons. For multijet events, this central value is obtained from an
independent two-component fit to the Emiss

T distribution which determines the corresponding
fraction in the data [44]. The fit uncertainty is used as a constraint on the multijet contribution.

Other minor background processes (dibsons and Drell-Yan) are represented by its own compo-
nent in the fit with the corresponding normalization fixed in the fit. The shape parameters are
obtained from the simulation and fixed during the fit.
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Figure 5: (left) Distribution of the mjj for muon (top) and electron (bottom) channel. (center)
The mjj after subtraction of all components except the EWK W+2 jets process. The error bars
represent the statistical uncertainties. (right) The distribution of (data � fit)/(uncertainty).

Table 1: Expected event yields and the ratio between the measured and expected yields ex-
tracted from a maximum-likelihood fit to the data.

Bin Muons Electrons
Predicted Measured Ratio Predicted Measured Ratio

EWK W+2jets 1541 0.87 ± 0.08 1195 0.83 ± 0.08
Dibosons 29 1.00(fixed) 26 1.00(fixed)
Multijet — — 510 fixed to Emiss

T fit in data
Top 1357 1.00 ± 0.07 933 1.00 ± 0.07
W+Jets 5084 0.70(fixed) 3913 0.71(fixed)
Z+Jets 256 1.00(fixed) 236 1.00(fixed)

Fig. 5 (left) shows the observed mjj distribution for both muon and electron channels, together

‣ Signal extracted via 
parametric fit to mjj 
distribution


‣In agreement with SM
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ETH Zürich

11/02/2011

Nicolas Chanon H → γγ sensitivity studies using RooStats 1 / 7

Deriving the correction f(σφ/ση, η)

3

- First exclude η-cracks, compute the correction for bins of σφ/ση and η, and then 
extrapolate it to the η-cracks (in order to not mix material budget and ECAL geometry). 

- Then fit the σφ/ση dependence for each bins of η.
- η-binning follows the material budget η-dependence, strong η dependence of σφ/ση
=> Take care of the fourth module

Photon low R9 Electron

M. Peruzzi (CERN)
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Table 5: Fitted signal strengths in the different analyses and channels including the statistical
and systematic uncertainties. For method C, only events with Mjj > 450 GeV are used. The
breakup of the systematic components of the uncertainty is given in detail in the listings.

Analysis A Analysis B Analysis C
ee µµ ee + µµ µµ ee µµ ee + µµ

Luminosity 0.03 0.03 0.03 0.03 0.03 0.03 0.03
Trigger/lepton selection 0.04 0.04 0.04 0.04 0.04 0.04 0.04
JES+residual response 0.06 0.05 0.05 0.04 0.06 0.05 0.05
JER 0.02 0.02 0.02 0.02 0.04 0.04 0.03
Pileup 0.01 0.02 0.02 0.01 0.01 0.01 0.01
DY Zjj 0.07 0.05 0.07 0.08 0.14 0.12 0.13
q/g discriminator <0.01 <0.01 <0.01 — <0.01 <0.01 <0.01
Top, dibosons 0.01 0.01 0.01 0.01 <0.01 <0.01 <0.01
Signal acceptance 0.03 0.04 0.04 0.04 0.06 0.06 0.06
DY/EW Zjj interference 0.14 0.14 0.14 0.13 0.06 0.08 0.08

Systematic uncertainty 0.19 0.18 0.19 0.17 0.17 0.17 0.18
Statistical uncertainty 0.11 0.10 0.07 0.09 0.24 0.21 0.16
µ = s/sth 0.82 0.86 0.84 0.89 0.91 0.85 0.88
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Figure 10: Expected and observed contours for the 68% and 95% CL intervals on the EW Zjj
and DY signal strengths, obtained with method C after combination of the ee and µµ channels.

9.3 Jet activity studies in a high-purity region 23

Section 8. Where relevant we also compare the results using the MC-based modelling of the
background.

The number of extra jets, as well as their scalar pT sum (HT), are shown in Fig. 14. Data and
expectations are generally in good agreement for both distributions in the two Mjj regions. A
clear suppression of the emission of a third jet is observed in data, when we take into account
the background-only predictions. After subtraction of the background, which is shown as an
inset in the different figures, we observe that slightly less extra jets tend to be counted in data
with respect to the simulated signal. Notice that in the simulation of the signal, the extra jets
have their origin in a parton-shower approach (see Section 3).
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Figure 14: Additional jet multiplicity (top row), and corresponding HT (bottom row) within the
Dhjj of the two tagging jets in events with Mjj > 750 GeV (left column) or Mjj > 1250 GeV (right
column). In the main panels the expected contributions from EW Zjj, DY Zjj, and residual back-
grounds are shown stacked, and compared to the observed data. The signal-only contribution
is superimposed separately and it is also compared to the residual data after the subtraction
of the expected backgrounds in the insets. The ratio of data to expectation is represented by
point markers in the bottom panels. The total uncertainties assigned to the expectations are
represented as shaded bands.

5.3 Modeling background 7

balanced with respect to the dijet system in the transverse plane. The events which fail this re-
quirement are used as control region for the modelling of the background. The Mjj distribution
in dimuon events for the signal and control regions is shown in Fig. 3, (middle) and (right),
correspondingly. The reweighting of the DY Zjj background is applied to the simulation, as
described above. Data and predictions are found to be in agreement with each other.
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Figure 3: Distribution for (left) Rphard
T and Mjj for µµ events with (middle) Rphard

T � 0.14 (con-
trol region) and (right) Rphard

T < 0.14 (signal region). The contributions from the different
background sources and the signal are shown stacked, with data points superimposed. The
panels below the distributions show the ratio between the data and expectations as well as the
uncertainty envelope for the impact of the uncertainty of the JES.

Figure 4 shows distributions for angle-related variables. Fair agreement is observed for the
absolute differences in the azimuthal angle (Dfjj) and in the pseudorapidity (Dhjj) of the tagging
jets which are shown on the left and middle, respectively. The z⇤ variable [10] is shown in Fig. 4
(right), and it is defined as

z⇤ =
y⇤

Dyjj
. (3)

Data is verified to be in good agreement with the prediction for the distribution in z⇤ variable.
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Figure 4: Distribution for (left) the difference in the azimuthal angle and (middle) difference
in the pseudorapidity of the tagging jets for ee events, with Rphard

T � 0.14. The z⇤ distribution
(right) is shown for the same category of events. The panels below the distributions show the
ratio between the data and expectations as well as the uncertainty envelope for the impact of
the uncertainty of the JES.

Data-based prediction for background

The diagrams contributing to the production of a photon and two jets (gjj) are expected to
resemble those involved in the production of DY Zjj (see Fig. 2). Thus, we build a data-based

EWK Z + 2 jets production

12

‣ Experimentally challenging: low S/B


‣ Background reduced requiring balance 
between Z and jets + lepton and di-jet 
multivariate discriminants


‣ Data-based DY Z+2j prediction 
from photon control sample

‣Signal strength in 
agreement with SM 

‣Observed suppression 
of central jet activity

EPJC 75 (2015) 66
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Deriving the correction f(σφ/ση, η)

3

- First exclude η-cracks, compute the correction for bins of σφ/ση and η, and then 
extrapolate it to the η-cracks (in order to not mix material budget and ECAL geometry). 

- Then fit the σφ/ση dependence for each bins of η.
- η-binning follows the material budget η-dependence, strong η dependence of σφ/ση
=> Take care of the fourth module

Photon low R9 Electron

M. Peruzzi (CERN)

Conclusions

‣ Several measurement of V + jets production at the LHC have 
been performed by CMS using the 2011 and 2012 datasets


‣ Deep understanding of these processes is a key ingredient 
for success in searches for new physics in Run 2


‣Overall agreement between data and SM predictions is very good

✦ Merged NLO calculations provide the most accurate description


‣ Looking forward to Run 2 data to extend the reach of the 
measurements to regions of the phase space not probed yet
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Deriving the correction f(σφ/ση, η)

3

- First exclude η-cracks, compute the correction for bins of σφ/ση and η, and then 
extrapolate it to the η-cracks (in order to not mix material budget and ECAL geometry). 

- Then fit the σφ/ση dependence for each bins of η.
- η-binning follows the material budget η-dependence, strong η dependence of σφ/ση
=> Take care of the fourth module

Photon low R9 Electron

M. Peruzzi (CERN) Vector boson production in association with jets and heavy flavor quarks at CMS - EPS-HEP 2015

Backup slides
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Deriving the correction f(σφ/ση, η)

3

- First exclude η-cracks, compute the correction for bins of σφ/ση and η, and then 
extrapolate it to the η-cracks (in order to not mix material budget and ECAL geometry). 

- Then fit the σφ/ση dependence for each bins of η.
- η-binning follows the material budget η-dependence, strong η dependence of σφ/ση
=> Take care of the fourth module
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Differential W + jets at 7 TeV

15

PLB 741 (2015) 12
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Figure 7: The differential cross section measurement in Df(jetn, µ), for n = 1 - 4, compared to
the predictions of MADGRAPH 5.1.1 + PYTHIA 6.426, SHERPA 1.4.0, and BLACKHAT+SHERPA
(corrected for hadronisation and multiple-parton interactions). Black circular markers with
the grey hatched band represent the unfolded data measurement and its uncertainty. Over-
laid are the predictions together with their statistical uncertainties (Theory stat.). The BLACK-
HAT+SHERPA uncertainty also contains theoretical systematic uncertainties (Theory syst.) de-
scribed in Section 8. The lower plots show the ratio of each prediction to the unfolded data.
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Figure 6: The differential cross section measurement for the pseudorapidity of the four lead-
ing jets, compared to the predictions of MADGRAPH 5.1.1 + PYTHIA 6.426, SHERPA 1.4.0, and
BLACKHAT+SHERPA (corrected for hadronisation and multiple-parton interactions). Black cir-
cular markers with the grey hatched band represent the unfolded data measurement and its
uncertainty. Overlaid are the predictions together with their statistical uncertainties (Theory
stat.). The BLACKHAT+SHERPA uncertainty also contains theoretical systematic uncertainties
(Theory syst.) described in Section 8. The lower plots show the ratio of each prediction to the
unfolded data.

13

 [p
b/

G
eV

]
T

 1
 je

t)/
dH

≥
 +

 
ν
µ

→
(W
σd -510

-410

-310

-210

-110

1

10 Data
BlackHat+Sherpa (NLO)
Sherpa (LO)
MadGraph+Pythia (LO)

-1 = 7 TeV             5.0 fbsCMS                

 (R = 0.5) jetsTanti-k
| < 2.4jetη > 30 GeV, |jet

T
p

 selectionνµ→W

 1 jet) [GeV]≥ (TH
200 400 600 800 1000 1200 1400 1600

Th
eo

ry
/D

at
a

0.5

1

1.5

BlackHat+Sherpa (1 jet NLO)

Theory stat. + syst.

 1 jet) [GeV]≥ (TH
200 400 600 800 1000 1200 1400 1600

Th
eo

ry
/D

at
a

0.5

1

1.5

NNLOσSherpa, normalized to 

Theory stat.

 1 jet) [GeV]≥ (TH
200 400 600 800 1000 1200 1400 1600

Th
eo

ry
/D

at
a

0.5

1

1.5

NNLOσMadGraph+Pythia, normalized to 

Theory stat.

 [p
b/

G
eV

]
T

 2
 je

ts
)/d

H
≥

 +
 

ν
µ

→
(W
σd

-510

-410

-310

-210

-110

1 Data
BlackHat+Sherpa (NLO)
Sherpa (LO)
MadGraph+Pythia (LO)

-1 = 7 TeV             5.0 fbsCMS                

 (R = 0.5) jetsTanti-k
| < 2.4jetη > 30 GeV, |jet

T
p

 selectionνµ→W

 2 jet) [GeV]≥ (TH
200 400 600 800 1000 1200 1400 1600

Th
eo

ry
/D

at
a

0.5

1

1.5

BlackHat+Sherpa (2 jets NLO)

Theory stat. + syst.

 2 jet) [GeV]≥ (TH
200 400 600 800 1000 1200 1400 1600

Th
eo

ry
/D

at
a

0.5

1

1.5

NNLOσSherpa, normalized to 

Theory stat.

 2 jet) [GeV]≥ (TH
200 400 600 800 1000 1200 1400 1600

Th
eo

ry
/D

at
a

0.5

1

1.5

NNLOσMadGraph+Pythia, normalized to 

Theory stat.

 [p
b/

G
eV

]
T

 3
 je

ts
)/d

H
≥

 +
 

ν
µ

→
(W
σd

-510

-410

-310

-210

-110
Data
BlackHat+Sherpa (NLO)
Sherpa (LO)
MadGraph+Pythia (LO)

-1 = 7 TeV             5.0 fbsCMS                

 (R = 0.5) jetsTanti-k
| < 2.4jetη > 30 GeV, |jet

T
p

 selectionνµ→W

 3 jet) [GeV]≥ (TH
200 400 600 800 1000 1200 1400 1600

Th
eo

ry
/D

at
a

0.5

1

1.5

BlackHat+Sherpa (3 jets NLO)

Theory stat. + syst.

 3 jet) [GeV]≥ (TH
200 400 600 800 1000 1200 1400 1600

Th
eo

ry
/D

at
a

0.5

1

1.5

NNLOσSherpa, normalized to 

Theory stat.

 3 jet) [GeV]≥ (TH
200 400 600 800 1000 1200 1400 1600

Th
eo

ry
/D

at
a

0.5

1

1.5

NNLOσMadGraph+Pythia, normalized to 

Theory stat.

 [p
b/

G
eV

]
T

 4
 je

ts
)/d

H
≥

 +
 

ν
µ

→
(W
σd

-610

-510

-410

-310

-210
Data
BlackHat+Sherpa (NLO)
Sherpa (LO)
MadGraph+Pythia (LO)

-1 = 7 TeV             5.0 fbsCMS                

 (R = 0.5) jetsTanti-k
| < 2.4jetη > 30 GeV, |jet

T
p

 selectionνµ→W

 4 jet) [GeV]≥ (TH
200 400 600 800 1000 1200 1400 1600

Th
eo

ry
/D

at
a

0.5

1

1.5

BlackHat+Sherpa (4 jets NLO)

Theory stat. + syst.

 4 jet) [GeV]≥ (TH
200 400 600 800 1000 1200 1400 1600

Th
eo

ry
/D

at
a

0.5

1

1.5

NNLOσSherpa, normalized to 

Theory stat.

 4 jet) [GeV]≥ (TH
200 400 600 800 1000 1200 1400 1600

Th
eo

ry
/D

at
a

0.5

1

1.5

NNLOσMadGraph+Pythia, normalized to 

Theory stat.

Figure 5: The differential cross section measurement for HT for inclusive jet multiplicities 1–4,
compared to the predictions of MADGRAPH 5.1.1 + PYTHIA 6.426, SHERPA 1.4.0, and BLACK-
HAT+SHERPA (corrected for hadronisation and multiple-parton interactions). Black circular
markers with the grey hatched band represent the unfolded data measurement and its uncer-
tainty. Overlaid are the predictions together with their statistical uncertainties (Theory stat.).
The BLACKHAT+SHERPA uncertainty also contains theoretical systematic uncertainties (Theory
syst.) described in Section 8. The lower plots show the ratio of each prediction to the unfolded
data.

‣ HT, jet η and angular correlation distributions are 
measured in several jet multiplicity bins
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Deriving the correction f(σφ/ση, η)

3

- First exclude η-cracks, compute the correction for bins of σφ/ση and η, and then 
extrapolate it to the η-cracks (in order to not mix material budget and ECAL geometry). 

- Then fit the σφ/ση dependence for each bins of η.
- η-binning follows the material budget η-dependence, strong η dependence of σφ/ση
=> Take care of the fourth module

Photon low R9 Electron

M. Peruzzi (CERN)

Differential Z+jets at 8 TeV
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8.3 Differential cross section in jet |h|
The inclusive jet differential cross sections as a function of jet absolute pseudorapidity for the
first, second, third, fourth and fifth jets are presented in Fig. 6, 7, and 8. The pseudorapidity dis-
tribution is similar for all the jets. Between the very central region at pseudorapidities around
0 and the edge of the accepted region (|h| ⇠ 2.5), the difference is about a factor of 2.

SHERPA provides the best prediction and gives a good description of the data for all the jets.
MADGRAPH predicts a more central distribution than data for jets 1 to 4. The shape of the
distribution is well described for the 5th jet. The global rate is underestimated as already seen
in Fig. 2.
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Figure 6: Differential cross section measured as a function of the (left) 1st and (right) 2nd jet |h|
compared to the SHERPA and MADGRAPH Monte Carlo predictions. The lower panels show
the ratios of the theory predictions to data. Error bars around the experimental points show the
statistical uncertainty, while the crosshatched bands indicate the statistical plus systematic un-
certainties added in quadrature. The colored filled band around the MC prediction represents
the statistical uncertainty of the generated sample.
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Figure 4: The measured distribution of the observable pZ
T/HT ratio for njets � 2 (top left)

and njets � 3 (top right) for Z + jets in detector-corrected data compared with estimations
from MADGRAPH+PYTHIA6, SHERPA, and BLACKHAT. A detailed explanation is given in Sec-
tion 7.1. The bottom plots give the ratio of the various theoretical estimations to the data in the
njets � 2 case (bottom left) and njets � 3 case (bottom right).
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Figure 4: The measured distribution of the observable pZ
T/HT ratio for njets � 2 (top left)

and njets � 3 (top right) for Z + jets in detector-corrected data compared with estimations
from MADGRAPH+PYTHIA6, SHERPA, and BLACKHAT. A detailed explanation is given in Sec-
tion 7.1. The bottom plots give the ratio of the various theoretical estimations to the data in the
njets � 2 case (bottom left) and njets � 3 case (bottom right).
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Figure 5: Differential cross section measured as a function of the 5th jet pT compared to the
SHERPA and MADGRAPH Monte Carlo predictions. The lower panels show the ratios of the
theory predictions to data. Error bars around the experimental points show the statistical un-
certainty, while the crosshatched bands indicate the statistical plus systematic uncertainties
added in quadrature. The colored filled band around the MC prediction represents the statisti-
cal uncertainty of the generated sample.

‣ Z+5j differential measurement, angular 
distributions, and Z+jets event observables
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Deriving the correction f(σφ/ση, η)

3

- First exclude η-cracks, compute the correction for bins of σφ/ση and η, and then 
extrapolate it to the η-cracks (in order to not mix material budget and ECAL geometry). 

- Then fit the σφ/ση dependence for each bins of η.
- η-binning follows the material budget η-dependence, strong η dependence of σφ/ση
=> Take care of the fourth module

Photon low R9 Electron

M. Peruzzi (CERN)

Production of Z + b, bb at 7 TeV

‣ Reject events with significant MET 
to reduce tt background


‣ b-jet mistag rate measured from 
template fit to secondary vertex mass


‣ Unfolding performed as a function 
of b-jet multiplicity
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Figure 5: Distributions of kinematic observables for the Z+2b-jets selection of the combined
electron and muon samples, and a comparison with the simulated samples that are normalized
to the theoretical predictions. Top left: the dijet mass of the two b-tagged jets. Top right: the
pT distribution of the dijet pair. Left bottom: the azimuthal angle f between the Z boson and
the dijet system. Right bottom: the pT distribution of the dilepton pair. The right-most bin
in the last three plots contains the overflow. Uncertainties in the predictions are shown as a
hatched band. The data/simulation ratio shows the separate contributions to this uncertainty:
the band represents the statistical uncertainty on the simulated yield, and the lines indicate the
uncertainties related to the jet energy scale (dashed) and the b-tagging scale factors (solid).

6 4 Backgrounds

Secondary vertex mass (GeV)
0 1 2 3 4 5

Ev
en

ts
 / 

0.
25

 G
eV

0

10

20

30

40

50

60

70

Data 
l jets
c jets
b jets

 -1 = 7 TeV, L = 5.0 fbs
CMS 

Dimuon sample

Secondary vertex mass (GeV)
0 1 2 3 4 5

Ev
en

ts
 / 

0.
25

 G
eV

0

10

20

30

40

50

60

Data 
l jets
c jets
b jets

 -1 = 7 TeV, L = 5.0 fbs
CMS 

Dielectron sample

Figure 3: Distributions of the secondary vertex mass of the leading (in pT) b-tagged jet of
the dimuon Z+2b-jets sample (left) and the subleading b-tagged jet of the dielectron Z+2b-jets
sample (right). The overlaid distributions are the results of the fit described in the text.

studied and found to be negligible.

Subsequently, the fractions of correctly tagged b jets are transformed into the purities PZ+1b
b and

PZ+2b
b , i.e. the fractions of events in the two samples that contain correctly tagged b jets; events

in the Z+2b-jets sample with two correctly tagged b jets are considered as Z+2b-jets signal
events, whereas events with one mistagged jet in the Z+2b-jets sample are considered for the
Z+1b-jet signal yield. In order to estimate these ratios from the results of the one-dimensional
fits, the various combinations in which two jets are b-tagged in the Z+2b-jets sample are studied
in simulations. The systematic uncertainty related to the b purity is evaluated by varying the
mistagging rates and production rates within their uncertainties. As a cross-check, a fit is per-
formed to the two-dimensional distribution of the MSV values for the leading and subleading
b-tagged jets, and consistent results are obtained.

A small background from ZZ events is expected in the Z+2b-jets sample. This contribution
(NZZ) is estimated from MC simulations, using the cross section and uncertainty from the
CMS measurement [41] for the normalization. The yield from a SM Higgs boson with mass of
125 GeV [18, 19, 42] that decays into two b jets, and is produced in association with a Z boson,
is expected to be approximately 20% of the ZZ contribution, i.e. 2.1 events in the Z(µµ)+2b-jets
final state and 1.7 events in Z(ee)+2b-jets final state. The resulting effect on the Z+2b-jets cross
section is expected to be ⇠0.6%.

The background contributions are summarized in Table 2. The backgrounds due to tt and ZZ
production increase when requiring two b-tagged jets, because of the relatively harder spectra
of these sources of background compared to the signal. At the same time, the backgrounds
due to light-parton jets decrease, since the probability of mistagging two jets is smaller. The
corrected signal yield (Nsig) is obtained by subtracting the backgrounds from the number of
selected events (Nrec), and is estimated as

NZ+1b
sig = NZ+1b

rec ⇥ (PZ+1b
b � f Z+1b

tt )� NZ+1b
ZZ + f Z+2b

1b ⇥ NZ+2b
rec ,

NZ+2b
sig = NZ+2b

rec ⇥ (PZ+2b
b � f Z+2b

tt )� NZ+2b
ZZ .

(1)

4 4 Backgrounds
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Figure 1: Distribution of the invariant mass
of the electron pair in a sample of events con-
taining two electrons and two b-tagged jets
and requiring Emiss

T significance < 10. Over-
laid are the distributions after a fit of the tt
fraction within the wide dilepton invariant-
mass window: 61 < M`` < 121 GeV.
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Figure 2: Distribution of the Emiss
T significance

variable in a sample of events containing two
leptons and two b-tagged jets and within the
default mass window, 76 < M`` < 106 GeV.
The simulated distributions are normalized
using the theoretical predictions. The last bin
contains the overflow.

categories according to the number of b-tagged jets in the sample: the Z+1b-jet sample contains
events with exactly one b-tagged jet, while the Z+2b-jets sample contains the events with at
least two b-tagged jets. In order to suppress background from tt production in both samples,
the reconstructed dilepton invariant mass M`` is required to have a value between 76 and
106 GeV. In Fig. 1 the dielectron invariant mass distribution shows the effectiveness of this
requirement.

To further suppress the tt background in the Z+2b-jets sample, the missing transverse energy
(Emiss

T ) is evaluated and events with a value significantly different from zero are vetoed. The
Emiss

T is calculated by forming the negative vector sum of the transverse momenta of all particles
in the events. The Emiss

T significance is more robust than the Emiss
T itself against pileup, and offers

an event-by-event assessment of the likelihood that the observed Emiss
T is consistent with zero

given the reconstructed content of the event and known measurement resolutions of the CMS
detector [39]. In Fig. 2 the Emiss

T significance distribution is shown after requiring a Z candidate
and two b-tagged jets. The distributions for the Z+b and tt components motivate the selection
of events with a reconstructed Emiss

T significance less than 10, which results in a high signal
efficiency and small systematic uncertainty.

All simulated events are corrected for the differences between data and simulation in the pileup
distributions, b-tagging efficiencies, and lepton reconstruction efficiencies. The data yields as
well as the predicted yields are summarised in Table 1.

4 Backgrounds

Events not originating from the Z+b-jets production process, but nevertheless contributing to
the final reconstructed event yield after the full selection, are expected to originate from tt,

‣ Slightly harder Z pT spectrum 
w.r.t. Madgraph prediction

JHEP 06 (2014) 120
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Deriving the correction f(σφ/ση, η)

3

- First exclude η-cracks, compute the correction for bins of σφ/ση and η, and then 
extrapolate it to the η-cracks (in order to not mix material budget and ECAL geometry). 

- Then fit the σφ/ση dependence for each bins of η.
- η-binning follows the material budget η-dependence, strong η dependence of σφ/ση
=> Take care of the fourth module

Photon low R9 Electron

M. Peruzzi (CERN)

Differential Z/𝛄 ratio at 8 TeV
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Figure 1: Top left: Differential cross section for Z boson production as a function of pZ
T for

an inclusive Z + jets, njets � 1 selection of detector-corrected data in comparison with esti-
mations from MADGRAPH+PYTHIA6, SHERPA, and BLACKHAT. Top right: Differential cross
section for photon production as a function of pg

T for an inclusive g + jets, njets � 1 selection
for central rapidities |yg| < 1.4 in detector-corrected data is compared with estimations from
MADGRAPH+PYTHIA6 and BLACKHAT. A detailed explanation is given in Section 7.1. The
bottom plots give the ratio of the various theoretical estimations to the data in the Z + jets case
(bottom left) and g + jets case (bottom right).
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Figure 1: Top left: Differential cross section for Z boson production as a function of pZ
T for

an inclusive Z + jets, njets � 1 selection of detector-corrected data in comparison with esti-
mations from MADGRAPH+PYTHIA6, SHERPA, and BLACKHAT. Top right: Differential cross
section for photon production as a function of pg

T for an inclusive g + jets, njets � 1 selection
for central rapidities |yg| < 1.4 in detector-corrected data is compared with estimations from
MADGRAPH+PYTHIA6 and BLACKHAT. A detailed explanation is given in Section 7.1. The
bottom plots give the ratio of the various theoretical estimations to the data in the Z + jets case
(bottom left) and g + jets case (bottom right).
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Figure 1: Top left: Differential cross section for Z boson production as a function of pZ
T for

an inclusive Z + jets, njets � 1 selection of detector-corrected data in comparison with esti-
mations from MADGRAPH+PYTHIA6, SHERPA, and BLACKHAT. Top right: Differential cross
section for photon production as a function of pg

T for an inclusive g + jets, njets � 1 selection
for central rapidities |yg| < 1.4 in detector-corrected data is compared with estimations from
MADGRAPH+PYTHIA6 and BLACKHAT. A detailed explanation is given in Section 7.1. The
bottom plots give the ratio of the various theoretical estimations to the data in the Z + jets case
(bottom left) and g + jets case (bottom right).
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Figure 1: Top left: Differential cross section for Z boson production as a function of pZ
T for

an inclusive Z + jets, njets � 1 selection of detector-corrected data in comparison with esti-
mations from MADGRAPH+PYTHIA6, SHERPA, and BLACKHAT. Top right: Differential cross
section for photon production as a function of pg

T for an inclusive g + jets, njets � 1 selection
for central rapidities |yg| < 1.4 in detector-corrected data is compared with estimations from
MADGRAPH+PYTHIA6 and BLACKHAT. A detailed explanation is given in Section 7.1. The
bottom plots give the ratio of the various theoretical estimations to the data in the Z + jets case
(bottom left) and g + jets case (bottom right).

‣ Probing several regions of the phase space 
important for modeling Z→νν background
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Figure 7: Differential cross section ratio of Z ! (e+e� + µ+µ�) over g as a function of the total
transverse-momentum cross section and for central bosons (|yV | < 1.4) at different kinematic
selections in detector-corrected data. Top left: 2-jet (njets � 2); top right: 3-jet (njets � 3). The
black error bars reflect the statistical uncertainty in the ratio, the hatched (gray) band represents
the total uncertainty in the measurement. The shaded band around the MADGRAPH+PYTHIA6
simulation to data ratio represents the statistical uncertainty in the MC estimation. The bottom
plots give the ratio of the various theoretical estimations to the data in the njets � 2 case (bottom
left) and njets � 3 case (bottom right).

18 7 Results

bulk. However, we know that the former underestimates the theoretical uncertainty due to
renormalization and factorization scales, and the latter overestimates it. The estimation of this
uncertainty has been discussed in the literature, and has been examined by comparing different
theoretical computational estimations ([9] and [30]). Both of the previously mentioned methods
misrepresent the actual uncertainty due to the renormalization and factorization scales. We
therefore choose the larger relative scale uncertainty band from each process as an estimate of
the uncertainty on the final ratio. Using the NLO cross sections, BLACKHAT predicts the Rdilep
ratio with a value of RBH = 0.03794, which is higher than that observed in data by a factor of
1.18 ± 0.14 (stat + syst).
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Figure 6: Differential cross section ratio of averaged Z ! (e+e� + µ+µ�) over g as a function
of the total transverse-momentum cross section and for central bosons (|yV | < 1.4) at different
kinematic selections in detector-corrected data. Top left: inclusive (njets � 1); top right: HT �
300 GeV, njets � 1. The black error bars reflect the statistical uncertainty in the ratio, the hatched
(gray) band represents the total uncertainty in the measurement. The shaded band around the
MADGRAPH+PYTHIA6 simulation to data ratio represents the statistical uncertainty in the MC
estimation. The bottom plots give the ratio of the various theoretical estimations to the data in
the njets � 1 case (bottom left) and HT � 300 GeV case (bottom right).
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Deriving the correction f(σφ/ση, η)

3

- First exclude η-cracks, compute the correction for bins of σφ/ση and η, and then 
extrapolate it to the η-cracks (in order to not mix material budget and ECAL geometry). 

- Then fit the σφ/ση dependence for each bins of η.
- η-binning follows the material budget η-dependence, strong η dependence of σφ/ση
=> Take care of the fourth module

Photon low R9 Electron
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Differential 𝛄𝛄 + jets at 7 TeV
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➢ Two-dimensional fit of (γ1,γ2) isolation sums 
distribution in data, extracting purity fractions

5

➢ Central role since the beginning of this analysis effort 
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➢ Goal: extract the fraction of prompt diphoton events
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Figure 3: Fractions of prompt-prompt, prompt-non-prompt and non-prompt-non-prompt com-
ponents as a function of the differential variables. Uncertainties are statistical only. The differ-
ential variable under study is indicated on the horizontal axis label.

‣ Diphoton purity fit based 
on isolation templates:
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Deriving the correction f(σφ/ση, η)

3

- First exclude η-cracks, compute the correction for bins of σφ/ση and η, and then 
extrapolate it to the η-cracks (in order to not mix material budget and ECAL geometry). 

- Then fit the σφ/ση dependence for each bins of η.
- η-binning follows the material budget η-dependence, strong η dependence of σφ/ση
=> Take care of the fourth module
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