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Previous studies of B0 ! ⌘⇡0 and Bs ! K0K0

Tree Diagram Penguin Diagram

QCD factorization (theory) expectation:  (2� 12)⇥ 10�7

The best upper limit by BaBar: < 1.5⇥ 10�6,

< 2.5⇥ 10�6by Belle:
3

Two-body charmless hadronic decays of B mesons are important for determining Stan-
dard Model parameters and for detecting the presence of new physics [1]. The decay
B

0 ! ⌘⇡

0 proceeds mainly via a b ! u Cabibbo- and color-suppressed “tree” diagram,
and via a b ! d “penguin” diagram [2], as shown in Fig. 1. The branching fraction can
be used to constrain isospin-breaking e↵ects on the value of sin 2�

2

(sin 2↵) measured in
B ! ⇡⇡ decays [3, 4]. It can also be used to constrain CP -violating parameters (C⌘0K

and S⌘0K) governing the time dependence of B0 ! ⌘

0
K

0 decays [5]. The branching fraction
is estimated using QCD factorization [6], soft collinear e↵ective field theory [7], and flavor
SU(3) symmetry [8] and is found to be in the range (2� 12)⇥ 10�7.
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FIG. 1. (a) Tree and (b) penguin diagram contributions to B0 ! ⌘⇡0.

Several experiments [9–13], including Belle, have searched for this decay mode. The
current most stringent limit on the branching fraction is B(B0 ! ⌘⇡)0 < 1.5⇥ 10�6 at 90%
confidence level (C.L.) [13]. Here we update our previous result [12] using the full data set
of the Belle experiment running on the ⌥(4S) resonance at the KEKB asymmetric-energy
e

+

e

� collider [14]. This data set corresponds to 753 ⇥ 106 BB pairs, which is a factor of 5
larger than that used previously. The analysis presented here also uses improved tracking,
photon reconstruction, and continuum suppression algorithms.

The Belle detector is a large-solid-angle magnetic spectrometer consisting of a silicon ver-
tex detector (SVD), a 50-layer central drift chamber (CDC), an array of aerogel threshold
Cherenkov counters (ACC), a barrel-like arrangement of time-of-flight scintillation counters
(TOF), and an electromagnetic calorimeter (ECL) comprising CsI(Tl) crystals. These de-
tector components are located inside a superconducting solenoid coil that provides a 1.5 T
magnetic field. An iron flux-return located outside the coil (KLM) is instrumented to detect
K

0

L mesons and to identify muons. Two inner detector configurations were used: a 2.0 cm
beampipe and a three-layer SVD were used for the first 123 fb�1 of data, while a 1.5 cm
beampipe, a four-layer SVD, and a small-cell inner drift chamber were used for the remaining
571 fb�1 of data. The detector is described in detail elsewhere [15, 16].

An ECL cluster not matched to any track is identified as a photon candidate. The timing
of the energy deposited in the ECL must be consistent with the beam collision time identified
at the trigger level. All photon candidates are required to have an energy greater than 50
MeV. We reconstruct ⇡0 ! �� decays by pairing together photon candidates and requiring
that the �� invariant mass be in the range 0.115-0.155 GeV/c2. This corresponds to ±3.5�
around the nominal ⇡0 mass [17]. Photon candidates in the end cap regions are required to
have an energy greater than 100 MeV for ⇡0 reconstruction. To improve the ⇡

0 momentum
resolution, we perform a mass-constrained fit and require that the resulting �

2 be less than
50.

Candidate ⌘ mesons are reconstructed via ⌘ ! �� (⌘��) and ⌘ ! ⇡

+

⇡

�
⇡

0 (⌘
3⇡) decays.

At least one of the photons in an ⌘�� candidate must have an energy greater than 100 MeV.

4



Implication of the results

Constrain the contribution of isospin-breaking!
effects on the value of sin 2↵ in B0 ! ⇡+⇡� decays

4

Tree Diagram Penguin Diagram
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is used to take into account the final state radiation. In order to select the signal re-97

gion, both M

bc

and �E distributions of candidate B

0 mesons are fitted with Crystal98

Ball (CB) function [13], shown in Figs. 3 and 4. A 3� region on either side of its mean99

is taken as the signal region in two-dimensional (2D) M

bc

� �E space, where � is the100

width of the CB function. This corresponds to the selections, 5.27 < M

bc

< 5.29 GeV101

and �0.21 < �E < 0.15 GeV. The fitted region is defined as M

bc

> 5.24 GeV, and102

�0.3 < �E < 0.25 GeV.103
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Figure 3: Distributions of (a) M
bc

and (b) �E, both fitted with CB function for signal MC
sample of the decay mode B0 ! ⌘

��

⇡0.
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Figure 4: Distributions of (a) M
bc

and (b) �E, both fitted with CB function for signal MC
sample of the decay mode B0 ! ⌘

3⇡

⇡0.

3 Background suppression104

Charmless hadronic modes su↵er from large amounts of continuum background, mostly105

from light quark production, e.g., e+e� ! qq, (q = u, d, s, c), which can be suppressed106

over signal B events using their production mechanism at ⌥(4s) resonance. In a BB107

event, both B mesons are produced almost at rest in ⌥(4S) frame, as ⌥(4S) mass is108

barely above the BB production threshold. As a result, the B meson decay products are109

distributed isotropically in the e

+

e

� ! ⌥(4S) ! BB rest frame. On the other hand,110

7

is used to take into account the final state radiation. In order to select the signal re-97

gion, both M

bc

and �E distributions of candidate B

0 mesons are fitted with Crystal98

Ball (CB) function [13], shown in Figs. 3 and 4. A 3� region on either side of its mean99

is taken as the signal region in two-dimensional (2D) M

bc

� �E space, where � is the100

width of the CB function. This corresponds to the selections, 5.27 < M

bc

< 5.29 GeV101

and �0.21 < �E < 0.15 GeV. The fitted region is defined as M

bc

> 5.24 GeV, and102

�0.3 < �E < 0.25 GeV.103

 (GeV)bcM
5.2 5.22 5.24 5.26 5.28 5.3

Ev
en

ts
 / 

( 0
.0

02
5 

G
eV

 )

0

10000

20000

30000

40000

50000

60000

70000
Belle Simulation(a)

 E (GeV)∆
-0.4 -0.2 0 0.2 0.4

Ev
en

ts
 / 

( 0
.0

5 
G

eV
 )

0

10000

20000

30000

40000

50000

60000 Belle Simulation(b)

Figure 3: Distributions of (a) M
bc

and (b) �E, both fitted with CB function for signal MC
sample of the decay mode B0 ! ⌘

��

⇡0.

 (GeV)bcM
5.2 5.22 5.24 5.26 5.28 5.3

Ev
en

ts
 / 

( 0
.0

02
5 

G
eV

 )

0

10000

20000

30000

40000

50000 Belle Simulation(a)

E (GeV)∆
-0.4 -0.2 0 0.2 0.4

Ev
en

ts
 / 

( 0
.0

5 
G

eV
 )

0

10000

20000

30000

40000

50000
Belle Simulation(b)

Figure 4: Distributions of (a) M
bc

and (b) �E, both fitted with CB function for signal MC
sample of the decay mode B0 ! ⌘

3⇡

⇡0.

3 Background suppression104

Charmless hadronic modes su↵er from large amounts of continuum background, mostly105

from light quark production, e.g., e+e� ! qq, (q = u, d, s, c), which can be suppressed106

over signal B events using their production mechanism at ⌥(4s) resonance. In a BB107

event, both B mesons are produced almost at rest in ⌥(4S) frame, as ⌥(4S) mass is108

barely above the BB production threshold. As a result, the B meson decay products are109

distributed isotropically in the e

+

e

� ! ⌥(4S) ! BB rest frame. On the other hand,110

7

Event selections
Use EVTGEN event generator to generate 1 Million MC events.

Signal MC

Signal MC

Mbc(GeV)

�E(GeV)

Charged Particles

Impact Parameters : |dr| < 0.3 cm, |dz| < 3.0 cm

KID < 0.4 for pion, eID < 0.95, µID < 0.95

⇡0

Mass� constraint Fit, 115 < m⇡0 < 155 MeV

E� > 100 MeV(> 50 MeV) in end cap(barrel) region

⌘ ! ��

⇡0
veto, E� > 50 MeV,

|E�1 � E�2|
E�1 + E�2

< 0.9

Mass� constraint Fit, 500 < m�� < 575 MeV

⌘ ! ⇡+⇡�⇡0

Mass� constraint Fit, 538 < m⇡+⇡�⇡0 < 557 MeV

B

0

Mbc > 5.2 GeV, |�E| < 0.5 GeV
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Figure 8: The distributions of the NN output for signal and background of the decay mode (a)
B0 ! ⌘

��

⇡0 and (b) B0 ! ⌘
3⇡

⇡0.

Figure 9: The distributions of purity as a function the NN output for the decay mode (left)
B0 ! ⌘

��

⇡0 and (right) B0 ! ⌘
3⇡

⇡0.

Figure 10: The distributions of NN e�ciency versus purity for the decay mode (left) B0 ! ⌘
��

⇡0

and (right) B0 ! ⌘
3⇡

⇡0.

We require a loose NN output (A) greater than -0.1 for both of the decay modes and188

then translate A to A0, defined as189

A0 = ln

✓
A�A

min

A
max

�A

◆
, (12)
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Background Suppression 1/2

Using neural networks (NN) technique and choosing 19 useful 
variables, we distinguish signals from continuum backgrounds. 
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whereA
min

is chosen to be -0.1 andA
max

is the maximum value ofA (0.9984 forB ! ⌘

��

⇡

0

190

and 0.9992 for B ! ⌘

3⇡

⇡

0 decays.). The selection A > �0.1 rejects 85% of the continuum191

background and retains 90% of the signal events. This translation is convenient, as the192

A0 distributions for signal and backgrounds can be described by a simple sum of Gaussian193

functions. The distributions of A and A0 are shown in Fig. 11. (see also Sec. 5)194
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Figure 11: The distributions of A and A0 for the decay mode (a,b) B0 ! ⌘
��

⇡0 and (c,d)
B0 ! ⌘

3⇡

⇡0. In all cases, blue histograms represent the Signal MC, red is the continuum MC
and green is the data side band.

3.1 Removal of the out-of-time QED backgrounds195

The out-of-time QED backgrounds consists mainly of beam backgrounds arise from196

Bhabha or e

+

e

� ! �� process inside the ECL trigger cells (TC). In order to remove197

these out-of-time backgrounds, ECL timing information is used in real data. The timing198

information was initially available for SVD2 data only. Later it was included in SVD1 data.199

However, the processed number of BB events (133± 1)⇥ 106 is smaller than the original200

(152 ± 1) ⇥ 106. The corresponding integrated luminosity is 123 fb�1. The timing selec-201

tion applied is 9500 < timing < 10500, with the time being measured in ns. The signal202

e�ciency corresponding to this selection is 99%,4 estimated by examining its impact on203

the control sample B

0 ! D

0(! K

�
⇡

+

⇡

0)⇡0 in the analysis B

0 ! ⇡

0

⇡

0 [17], where the204

ECL timing is extensively studied. The events, outside this selection criterion are referred205

4The e�ciency of this selection is also checked by analyzing the control sample using only SVD2 data.
We find this selection is 98% e�ciency. With no timing selection, we extract 996± 55 signal events and
after applying the timing selection 9500 < timing < 10500, we extract 972± 52 signal events.
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Background Suppression 2/2

The NN output = CNB, 
CNB> -0.1, rejects 
85% continuum 

backgrounds and 
contains 90% signal 

events.
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Figure 18: Distributions of multiplicity in (a) B

0 ! ⌘

��

⇡

0, and (b) B

0 ! ⌘

3⇡

⇡

0 data
events.

4.1 Reconstruction e�ciency244

After applying all the selection criteria, the reconstruction e�ciencies are determined from245

the signal MC using the following relations,246

✏ =
N

fit

N

gen

, (14)

where N

fit

represents the yields in the signal region, obtained from a fit to the correctly247

reconstructed Signal MC (see Sec. 5) and N

gen

the total number of generated events. The248

reconstruction e�ciencies are found to be5249

✏(B0 ! ⌘

��

⇡

0) = (18.43± 0.04)% (15)

✏(B0 ! ⌘

3⇡

⇡

0) = (14.21± 0.04)%.

The expected number of signal yield N

S

can be calculated from the reconstruction250

e�ciency, total number of BB events6 from experiment 7 to 65 and branching fraction,251

B(B0 ! ⌘⇡

0). As there is no well measured branching fraction for this decay mode, we use252

the value measured by BaBar collaboration, B(B0 ! ⌘⇡

0) = (0.9± 0.4± 0.1)⇥ 10�6 [6] 7.253

In addition, a correction factor of ✏

PID

= 0.955 ± 0.015 is used in order to take into254

account the di↵erence in particle identification (PID) e�ciencies between data and MC255

for B

0 ! ⌘

3⇡

⇡

0 decays, which is estimated from a sample of D⇤+ ! D

0(! K

�
⇡

+)⇡0

256

events [19]. Table 3 shows the expected number of signal yields, N

S

, for both decay257

modes in fitted region and also in signal region.258

5The e�ciencies of SVD1 and SVD2 MC samples are slightly di↵erent, i.e., ✏SVD1(B0 ! ⌘��⇡0) =
(17.72 ± 0.09)% and ✏SVD2(B0 ! ⌘��⇡0) = (18.60 ± 0.05)%. However, as the expected number of signal
event is small, they are not treated separately.

6Note that, the total number of BB events is (753±10)⇥106, smaller than the original (772±11)⇥106,
as we use the Hadron B(J)t skim for SVD1 data.

7The PDG branching fractions B(⌘ ! ��) = (39.41± 0.20)% and B(⌘ ! ⇡+⇡�⇡0) = (22.92± 0.28)%
are also taken into account in the calculation of B(B0 ! ⌘⇡0) [18].
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Signal Efficiency
✏(B0 ! ⌘��⇡

0) = (18.43± 0.04)%

✏(B0 ! ⌘3⇡⇡
0) = (14.21± 0.04)%

✏ =
Nfit

Ngen

Calculate the expected number of signal yields

9

Ns(B
0 ! ⌘��⇡

0
) = 54.6(Fit Region) = 49.2(Signal Region)

Ns(B
0 ! ⌘3⇡⇡

0
) = 22.8(Fit Region) = 21.1(Signal Region)



Fitting Procedure 1/2
3D Unbinned maximum likelihood fit

Signal PDF

and background is well described by a sum of Gaussian functions.
After applying all selection criteria, 2% (7%) of events have more than one B

0 ! ⌘��⇡
0

(B0 ! ⌘

3⇡⇡
0) candidate. For these events, we retain the B

0 ! ⌘⇡

0 candidate with the
smallest �2 value resulting from the ⌘ or, if necessary, ⇡0 mass-constrained fits. According
to MC simulations, this criterion chooses the correct B candidate 63% (77%) of the time for
B

0 ! ⌘��⇡
0 (B0 ! ⌘

3⇡⇡
0).

We calculate signal yields using an unbinned extended maximum likelihood fit to the
variables M

bc

, �E, and C

0
NB. The likelihood function is defined as

L = e

�
P

j
Yj ·

NY

i

0

@
X

j

YjPj(M
i
bc

,�E

i
, C

0i
NB)

1

A
, (2)

where N is the total number of events, Pj(M i
bc

,�E

i
, C

0i
NB) is the probability density func-

tion (PDF) of signal or background component j for event i, and j runs over all signal
and background components. Yj is the yield of component j. The background components
consist of e+e� ! qq̄ continuum events, generic b ! c processes, and charmless rare pro-
cesses. The latter two backgrounds are small compared to the qq continuum events and are
studied using MC simulations. We find that no b ! c events pass our selection criteria. The
charmless rare background, however, shows peaking structure in the M

bc

distribution, most
of which arises from B

+ ! ⌘⇢

+ decays.
Correlations among the fit variables are found to be small, and thus we factorize the

PDFs as
Pj(Mbc

,�E,C

0
NB) = Pj(Mbc

) · Pj(�E) · Pj(C
0
NB). (3)

All PDFs for C

0
NB are modeled with the sum of two Gaussian functions. The M

bc

and
�E PDFs for signal events are modeled with “crystal ball” (CB) functions [25]. The peak
positions and resolutions in the signal M

bc

, �E, and C

0
NB are adjusted according to data-

MC di↵erences observed in a high statistics control sample of B0 ! D

0(! K

+

⇡

�
⇡

0)⇡0

decays. This decay has four photons, as do signal decays, and its topology is identical
to that of B0 ! ⌘

3⇡⇡
0. The C

0
NB PDF of the continuum background is also adjusted by

comparing data and continuum MC samples in the M
bc

sideband (5.200-5.265 GeV/c2). The
�E PDF for continuum background is modeled with a second-order polynomial, while the
M

bc

PDF is modeled with an ARGUS function [9]. The M

bc

and �E PDFs for charmless
rare background are modeled with one-dimensional nonparametric PDFs based on kernel
estimation [26]. In addition to the fitted yields Yj, the M

bc

and �E PDF parameters for
continuum background are also floated, except for the end point of the ARGUS function.
All other parameters are fixed to the corresponding MC values. To test the stability of the
fitting procedure, numerous fits are performed to large ensembles of MC events.

The signal yields obtained from the fits are listed in Table I. The resulting branching
fractions are calculated as

B(B0 ! ⌘⇡

0) =
Y

sig
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signal e�ciency as obtained from MC simulations, and B⌘ is the branching fraction for ⌘ !
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Figure 20: Correlation plots between the fit variables for the decay mode B0 ! ⌘
3⇡

⇡0: (top)
signal MC (middle) continuum MC (bottom) rare B MC samples. In all cases (left) for M

bc

versus �E (middle) for M
bc

versus A0 and (right) for �E versus A0.
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Figure 21: Projection of the 3D fit to the signal MC of the decay mode B0 ! ⌘
��

⇡0: (a) M
bc

,
(b) �E, and (c) A0. The points with the error bars are data, and the (blue) curves represent
the fit projections.

1. M

bc

: ARGUS function [20] with end point fixed to 5.2896 GeV.287

2. �E: Second order polynomial.288

3. A0: Sum of two Gaussian functions.289
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5.3 BB background shape295

To reduce the fluctuations due to the limited sample size, non-parametric PDF based on296

kernel estimation(RooKeysPdf) [21] is used to model the M

bc

and �E distributions and297

a sum of two Gaussian functions for A0. Figure 25 (26) shows the projections of the fit298

to the rare B backgrounds for B0 ! ⌘

��

⇡

0 (B0 ! ⌘

3⇡

⇡

0) decay.The parameters obtained299

from the fits are fixed in the maximum likelihood fit to the real data.
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Figure 25: Projection of the 3D fit to the rare B background MC samples of the decay mode
B0 ! ⌘

��

⇡0: (a) M
bc

, (b) �E, and (c) A0. The points with the error bars are data, and the
(blue) curves represent the fit projections.
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Figure 26: Projection of the 3D fit to the rare B background MC samples of the decay mode
B0 ! ⌘

3⇡

⇡0: (a) M
bc

, (b) �E, and (c) A0. The points with the error bars are data, and the
(blue) curves represent the fit projections.

300

6 Ensemble tests301

In order to determine the stability of fit procedure and to correct for any possible fit bias,302

ensemble tests are performed. The ensemble test consists of a series of pseudo experiments.303

For each experiment, we generate the expected number of events (allowing for Poisson304

fluctuations) of fit model under consideration according to the PDF line-shapes of the fit305

model. A set of 500 experiments are generated for each case. All signal candidates are306

generated from Geant3 based simulations in order to take into account the correlation307

e↵ect between the fit variables in signal events and backgrounds are generated from PDF.308

24
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Figure 22: Projection of the 3D fit to the signal MC of the decay mode B0 ! ⌘
3⇡

⇡0: (a) M
bc

,
(b) �E, and (c) A0. The points with the error bars are data, and the (blue) curves represent
the fit projections.

All parameters related to the continuum background are allowed to vary except the end290

point of the ARGUS function. The fit to the MC samples for continuum background291

is shown in Fig. 23 (24) for the decay mode B

0 ! ⌘

��

⇡

0 (B0 ! ⌘

3⇡

⇡

0). The ARGUS292

parameter for M
bc

fit and the coe�cient of second order polynomial for �E fit are allowed293

to vary in the maximum likelihood fit to the real data.
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Figure 23: Projection of the 3D fit to the u, d, s and charm MC samples of the decay mode
B0 ! ⌘

��

⇡0: (a) M
bc

, (b) �E, and (c) A0. The points with the error bars are data, and the
(blue) curves represent the fit projections.
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Figure 24: Projection of the 3D fit to the u, d, s and charm MC samples of the decay mode
B0 ! ⌘

3⇡

⇡0: (a) M
bc

, (b) �E, and (c) A0. The points with the error bars are data, and the
(blue) curves represent the fit projections.
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Simultaneous Fit Results 1/3
In Eq. (4), we assume equal production of B0

B

0 and B

+

B

� pairs at the ⌥(4S) resonance.
The combined branching fraction is determined by simultaneously fitting both B

0 ! ⌘��⇡
0

and B

0 ! ⌘

3⇡⇡
0 samples for a common B(B0 ! ⌘⇡

0). Projections of the simultaneous fit
are shown in Fig. 2.
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FIG. 2. Projections of the simultaneous fit: (a), (b) M
bc

; (c), (d) �E; (e), (f) C 0
NB. Events

plotted in M
bc

(�E) are required to be in the signal region of �E (M
bc

), and C 0
NB > 1.5 (0.5) for

⌘��⇡0 (⌘
3⇡⇡0) decays. C 0

NB is plotted in the signal region of M
bc

and �E. The left (right) column
corresponds to ⌘ ! �� (⌘ ! ⇡+⇡�⇡0) decays. Points with error bars are data; the (green) dashed,
(red) dotted and (magenta) dot-dashed curves represent the signal, continuum and charmless rare
backgrounds, respectively, and the (blue) solid curves represent the total PDF.

The signal significance is calculated as
q
�2 ln(L

0

/L
max

), where L
0

is the likelihood value
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In Eq. (4), we assume equal production of B0

B

0 and B

+
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� pairs at the ⌥(4S) resonance.
The combined branching fraction is determined by simultaneously fitting both B
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and B

0 ! ⌘

3⇡⇡
0 samples for a common B(B0 ! ⌘⇡

0). Projections of the simultaneous fit
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corresponds to ⌘ ! �� (⌘ ! ⇡+⇡�⇡0) decays. Points with error bars are data; the (green) dashed,
(red) dotted and (magenta) dot-dashed curves represent the signal, continuum and charmless rare
backgrounds, respectively, and the (blue) solid curves represent the total PDF.
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In Eq. (4), we assume equal production of B0

B

0 and B

+
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� pairs at the ⌥(4S) resonance.
The combined branching fraction is determined by simultaneously fitting both B

0 ! ⌘��⇡
0

and B

0 ! ⌘

3⇡⇡
0 samples for a common B(B0 ! ⌘⇡

0). Projections of the simultaneous fit
are shown in Fig. 2.
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Branching FractionsTABLE I. Fitted signal yield Y
sig

, reconstruction e�ciency ✏, ⌘ decay branching fraction B⌘, signal
significance, and B0 branching fraction B. The errors listed are statistical only. The significance
includes both statistical and systematic uncertainties (see text).

Mode Y
sig

✏(%) B⌘(%) Significance B(10�7)

B0 ! ⌘��⇡0 30.6+12.2
�10.8 18.4 39.41 3.1 5.6+2.2

�2.0

B0 ! ⌘
3⇡⇡0 0.5+6.6

�5.4 14.2 22.92 0.1 0.2+2.8
�2.3

Combined 3.0 4.1+1.7
�1.5

when the signal yield is fixed to zero, and L
max

is the likelihood value of the nominal fit. To
include systematic uncertainties in the significance, we convolve the likelihood distribution
with a Gaussian function whose width is set to the total systematic uncertainty that a↵ects
the signal yield. The resulting significance is 3.0 standard deviations; thus, our measurement
constitutes the first evidence for this decay mode. A Bayesian upper limit on the branching
fraction is obtained by integrating the likelihood function from zero to infinity; the value
that corresponds to 90% of this total area is taken as the 90% C.L. upper limit. The result
is B(B0 ! ⌘⇡

0) < 6.5⇥ 10�7.

The systematic uncertainty on the branching fraction has several contributions, as listed
in Table II. The systematic uncertainty due to the fixed parameters in the PDF is esti-
mated by varying them individually according to their statistical uncertainties. The result-
ing changes in the branching fraction are added in quadrature and the result is taken as the
systematic uncertainty. We evaluate in a similar manner the uncertainty due to errors in
the calibration factors. The sum in quadrature of these two contributions constitutes the
uncertainty due to PDF parametrization. We perform large ensemble tests in order to verify
the stability of our fit model. We find a potential bias of �2.6%, which we attribute to our
neglecting small correlations among the fitted observables. We assign a 3% systematic un-
certainty for each reconstructed ⌘ ! �� or ⇡0 ! �� decay [27] . The systematic uncertainty
due to the track reconstruction e�ciency is 0.35% per track, as determined from a study of
partially reconstructed D

⇤+ ! D

0(! K

0

S⇡
+

⇡

�)⇡+ decays. A 1.6% uncertainty (0.8% per
pion) is assigned due to the PID criteria applied to charged pions in ⌘ ! ⇡

+

⇡

�
⇡

0 decays.
We determine the systematic uncertainty due to the CNB selection by applying di↵erent
CNB criteria and comparing the results with that of the nominal selection. The di↵erences
observed are assigned as the systematic uncertainty. The uncertainty due to the number
of BB pairs is 1.3%, and the uncertainty on ✏ due to MC statistics is 0.4%. The total
systematic uncertainty is obtained by summing in quadrature all individual contributions.

In order to check the reliability of the PDFs used for backgrounds, we fit the data in the
M

bc

sideband 5.24-5.26 GeV/c2, where the end point of the ARGUS function used for the
continuum M

bc

PDF is allowed to float. For all three distributions, M
bc

, �E, and C

0
NB, the

MC PDFs give an excellent description of the data. We subsequently fit a sample of MC
sideband events constructed with the same admixture of backgrounds as found in the data
sideband and obtain signal yields consistent with zero.

To check for potential nonresonant B

0 ! ��⇡

0 and B

0 ! ⇡

+

⇡

�
⇡

0

⇡

0 decays, we relax
the ⌘ mass requirement and plot the �� and ⇡

+

⇡

�
⇡

0 invariant mass distributions (Fig. 3)
for events in the M

bc

–�E signal region. Significant peaks are observed for M�� ⇡ M⌘ and

8

and background is well described by a sum of Gaussian functions.
After applying all selection criteria, 2% (7%) of events have more than one B

0 ! ⌘��⇡
0

(B0 ! ⌘

3⇡⇡
0) candidate. For these events, we retain the B

0 ! ⌘⇡

0 candidate with the
smallest �2 value resulting from the ⌘ or, if necessary, ⇡0 mass-constrained fits. According
to MC simulations, this criterion chooses the correct B candidate 63% (77%) of the time for
B

0 ! ⌘��⇡
0 (B0 ! ⌘

3⇡⇡
0).

We calculate signal yields using an unbinned extended maximum likelihood fit to the
variables M

bc

, �E, and C

0
NB. The likelihood function is defined as

L = e

�
P

j
Yj ·

NY

i

0

@
X

j

YjPj(M
i
bc

,�E

i
, C

0i
NB)

1

A
, (2)

where N is the total number of events, Pj(M i
bc

,�E

i
, C

0i
NB) is the probability density func-

tion (PDF) of signal or background component j for event i, and j runs over all signal
and background components. Yj is the yield of component j. The background components
consist of e+e� ! qq̄ continuum events, generic b ! c processes, and charmless rare pro-
cesses. The latter two backgrounds are small compared to the qq continuum events and are
studied using MC simulations. We find that no b ! c events pass our selection criteria. The
charmless rare background, however, shows peaking structure in the M

bc

distribution, most
of which arises from B

+ ! ⌘⇢

+ decays.
Correlations among the fit variables are found to be small, and thus we factorize the

PDFs as
Pj(Mbc

,�E,C

0
NB) = Pj(Mbc

) · Pj(�E) · Pj(C
0
NB). (3)

All PDFs for C

0
NB are modeled with the sum of two Gaussian functions. The M

bc

and
�E PDFs for signal events are modeled with “crystal ball” (CB) functions [25]. The peak
positions and resolutions in the signal M

bc

, �E, and C

0
NB are adjusted according to data-

MC di↵erences observed in a high statistics control sample of B0 ! D

0(! K

+

⇡

�
⇡

0)⇡0

decays. This decay has four photons, as do signal decays, and its topology is identical
to that of B0 ! ⌘

3⇡⇡
0. The C

0
NB PDF of the continuum background is also adjusted by

comparing data and continuum MC samples in the M
bc

sideband (5.200-5.265 GeV/c2). The
�E PDF for continuum background is modeled with a second-order polynomial, while the
M

bc

PDF is modeled with an ARGUS function [9]. The M

bc

and �E PDFs for charmless
rare background are modeled with one-dimensional nonparametric PDFs based on kernel
estimation [26]. In addition to the fitted yields Yj, the M

bc

and �E PDF parameters for
continuum background are also floated, except for the end point of the ARGUS function.
All other parameters are fixed to the corresponding MC values. To test the stability of the
fitting procedure, numerous fits are performed to large ensembles of MC events.

The signal yields obtained from the fits are listed in Table I. The resulting branching
fractions are calculated as

B(B0 ! ⌘⇡

0) =
Y

sig

NBB ⇥ ✏⇥ B⌘
, (4)

where Y
sig

is the fitted signal yield, NBB = (753±10)⇥106 is the number ofBB events, ✏ is the
signal e�ciency as obtained from MC simulations, and B⌘ is the branching fraction for ⌘ !
�� or ⌘ ! ⇡

+

⇡

�
⇡

0 [17]. For the latter mode, ✏ is corrected by a factor ✏
PID

= 0.955± 0.015
to account for a small di↵erence in particle identification (PID) e�ciencies between data and
simulations. This correction is estimated from a sample of D⇤+ ! D

0(! K

�
⇡

+)⇡+ decays.
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Systematic Uncertainties

16

Br(B0 ! ⌘⇡0) = (4.1±1.7
1.5 ±0.5

0.7)⇥ 10�7

TABLE II. Systematic uncertainties on B(B0 ! ⌘⇡0). Those listed in the upper section are
associated with fitting for the signal yields and are included in the signal significance and upper
limit calculation.

Source Uncertainty (%)

PDF parametrization +10.2
� 9.2

Fit bias +0.0
�2.6

⇡0/⌘ ! �� reconstruction 6.0

Tracking e�ciency 0.3

PID e�ciency 0.6

CNB selection e�ciency +2.1
�2.2

MC statistics 0.4

Nonresonant contributions + 0.0
�10.8

B(⌘ ! ��) 0.5

B(⌘ ! ⇡+⇡�⇡0) 1.2

Number of BB pairs 1.3

Total +12.2
�15.9

M⇡+⇡�⇡0 ⇡ M⌘, as expected. The small sidebands indicate no significant contributions from
nonresonant decays. We check this quantitatively by requiring that M�� (M⇡+⇡�⇡0) be in
the sideband 0.45-0.50 GeV/c2 (0.56-0.58 GeV/c2) and repeat the fitting procedure. We
find 2.2+4.8

�3.3 (�2.2+3.4
�2.5) signal decays, consistent with zero. To be conservative, we assign a

systematic uncertainty due to B

0 ! ��⇡

0 nonresonant decays by appropriately scaling this
fit result.
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FIG. 3. Distributions of (a) M�� and (b) M⇡+⇡�⇡0 invariant masses for events passing all selection
requirements, except those for M�� or M⇡+⇡�⇡0 .

In summary, we report a measurement of the branching fraction for B

0 ! ⌘⇡

0 decays.
We obtain

B(B0 ! ⌘⇡

0) =
⇣
4.1+1.7+0.5

�1.5�0.7

⌘
⇥ 10�7

,

9
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Figure 41: Distributions of likelihood value. The (blue) solid curve shows distribution taking
account into statistical uncertainty only and the (red) dashed curve shows distribution taken
account of both statistical uncertainty and systematic uncertainty. The (green) dotted line
shows the 90% upper limit.

slope (p
1

) and intercept (p
0

) found in Fig. 30(a), as459

N

corrected

=
(N

observed

� p

0

)

p

1

. (21)

The di↵erence of the observed and corrected signal yields (�2.6% for B

0 ! ⌘

��

⇡

0 and460

�37% for B0 ! ⌘

3⇡

⇡

0 decays) are assigned as systematic uncertainties. The systematic461

uncertainty due to the total number of BB pairs is 1.3% and the uncertainty due to sig MC462

statistics used to evaluate the e�ciency is 0.22% (0.28%) for B0 ! ⌘

��

⇡

0 (B0 ! ⌘

3⇡

⇡

0)463

mode. For the combined fit, all the systematic uncertainties in two di↵erent decay modes464

are added in quadrature except the uncertainties due to fit bias, modeling ±1� variations465

and the A selection e�ciency. We assign �2.6% uncertainties due to fit bias, which is466

same as that obtained in the B

0 ! ⌘

��

⇡

0 decays, where we see signal at the level of 3.1467

standard deviations. The systematic uncertainties due to the modeling ±1� variations468

and the A selection e�ciency are obtained in a manner similar to the individual decay469

modes, described above. The total systematic uncertainty is obtained by adding each470

source in quadrature as they are assumed to be uncorrelated. To be conservative, a471

systematic uncertainty is assigned due to the possible nonresonant contributions.472

10 Conclusions473

In summary, we report a measurement of the branching fraction for B

0 ! ⌘⇡

0 decays.474

We obtain475

B(B0 ! ⌘⇡

0) =
�
4.1+1.7+0.5

�1.5�0.7

�
⇥ 10�7

,

38

Upper Limits

17

Integrate the likelihood 
function from zero to 
infinity; take the value 

corresponding to 90% of 
the total area as the 90% 

C.L. upper limit.
90%

Br(B0 ! ⌘⇡0) < 6.5⇥ 10�7 @ 90% C.L.



Summary 1/2

Br(B0 ! ⌘⇡0) = (4.1±1.7
1.5 ±0.5

0.7)⇥ 10�7

Br(B0 ! ⌘⇡0) < 6.5⇥ 10�7 @ 90% C.L.

Phys. Rev. D 92, 011101(R)-Published 9 July 2015

evidence!

18

3.0�

Good agreement with QCD factorization (theory) expectation:  
(2� 12)⇥ 10�7



Summary 2/2

Br(B0 ! ⌘⇡0) = (4.1±1.7
1.5 ±0.5

0.7)⇥ 10�7

Br(B0 ! ⌘⇡0) < 6.5⇥ 10�7 @ 90% C.L.

Phys. Rev. D 92, 011101(R)-Published 9 July 2015

evidence!

19

3.0�

Constrain the contribution of isospin-breaking!
effects on the value of sin 2↵ in B0 ! ⇡+⇡� decays

⇡0 � ⌘ � ⌘0 mixing is less than 0.97o at 90% C.L.
Inserting our measured Br value into a theory paper*,  

where the first uncertainty is statistical and the second is systematic. This corresponds to
a 90% C.L. upper limit of B(B0 ! ⌘⇡

0) < 6.5⇥ 10�7. The significance of this result is 3.0
standard deviations, and thus this measurement constitutes the first evidence for this decay.
The measured branching fraction is in good agreement with theoretical expectations [6–8].
Inserting our measured value into Eq. (19) of Ref. [3] gives the result that the isospin-
breaking correction to the weak phase �

2

measured in B ! ⇡⇡ decays due to ⇡

0–⌘–⌘0

mixing is less than 0.97� at 90% C.L.
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