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• W, Z, and H bosons can decay to 2q final states, giving normally 2 jets


• For large enough pT, the decay products might merge into a single jet


• These jets are special: the mass of the jet peaks at the “right” value 
(unlike QCD jets, for which large mass values are generated by  QCD)

A new front: boosted jets

Low energy W/Z/H

James Dolen Boston Jet Workshop,  Jan 22, 2013

W-jet tagging

• W-mass selection

- Pruned jet (Ellis et al.) provides 
sharper mass resolution and 
shifts background down 
outside of W mass window

‣ Recluster the jet, don’t merge low 
pT, large angle constituents. 

• Multiple variables provide 
additional discrimination

- N-subjettiness

- Qjets volatility

- Mass drop

- Energy Correlation Functions
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CMS HIG-13-008
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High energy 
W/Z/H

For X→WW
ΔR ~ 4 ΜW/ΜX
(to be compared with jet size R)



φ ∆
-0.3 -0.2 -0.1 0 0.1 0.2 0.3

η 
∆

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

JetDisplay
Entries  55
Mean x  -0.0001183
Mean y  -0.001428
RMS x  0.07904
RMS y  0.08293

-1010

-910

-810

-710

-610

-510

-410

-310

-210

-110

1

JetDisplay
Entries  55
Mean x  -0.0001183
Mean y  -0.001428
RMS x  0.07904
RMS y  0.08293

φ ∆
-0.3 -0.2 -0.1 0 0.1 0.2 0.3

η 
∆

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

JetDisplay
Entries  38
Mean x  0.001415
Mean y  -0.001041
RMS x  0.03649
RMS y   0.026

-1010

-910

-810

-710

-610

-510

-410

-310

-210

-110

1

JetDisplay
Entries  38
Mean x  0.001415
Mean y  -0.001041
RMS x  0.03649
RMS y   0.026

φ ∆
-0.3 -0.2 -0.1 0 0.1 0.2 0.3

η 
∆

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

JetDisplay
Entries  65
Mean x  -0.0004638
Mean y  -0.00188
RMS x  0.0487
RMS y  0.06165

-1010

-910

-810

-710

-610

-510

-410

-310

-210

-110

1

JetDisplay
Entries  65
Mean x  -0.0004638
Mean y  -0.00188
RMS x  0.0487
RMS y  0.06165

φ ∆
-0.3 -0.2 -0.1 0 0.1 0.2 0.3

η 
∆

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

JetDisplay
Entries  59
Mean x  0.0002917
Mean y  0.001076
RMS x  0.0387
RMS y  0.01571

-1010

-910

-810

-710

-610

-510

-410

-310

-210

-110

1

JetDisplay
Entries  59
Mean x  0.0002917
Mean y  0.001076
RMS x  0.0387
RMS y  0.01571

φ ∆
-0.3 -0.2 -0.1 0 0.1 0.2 0.3

η 
∆

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

JetDisplay
Entries  52
Mean x  0.0005138
Mean y  0.00347
RMS x  0.02762
RMS y  0.02567

-1010

-910

-810

-710

-610

-510

-410

-310

-210

-110

1

JetDisplay
Entries  52
Mean x  0.0005138
Mean y  0.00347
RMS x  0.02762
RMS y  0.02567

φ ∆
-0.3 -0.2 -0.1 0 0.1 0.2 0.3

η 
∆

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

JetDisplay
Entries  106
Mean x  4.543e-05
Mean y  0.003515
RMS x  0.05793
RMS y  0.06062

-1010

-910

-810

-710

-610

-510

-410

-310

-210

-110

1

JetDisplay
Entries  106
Mean x  4.543e-05
Mean y  0.003515
RMS x  0.05793
RMS y  0.06062

Jet Substructure
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1 TeV RS→gg 1 TeV RS→VV1 TeV RS→qq

5 TeV RS→gg 5 TeV RS→VV5 TeV RS→qq
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Jet Substructure in CMS
• N-subjettiness proposed to quantify 

how well the constituents of a jet 
can be arranged in N subjets


• Possible to compute it for several N 
(e.g. test 1-prong vs 2-prongs 
hypotheses)


• Optimal S vs B discrimination when 

ratio τ21 = τ2/τ1 is considered

11

V-tagging

V-tagging selection:

● Pruned jet mass in [65, 105] GeV
● τ

21
 : High-Purity (τ

21
<0.5) and Low-Purity (0.5 < τ

21
<0.75)

N-subjettiness ratio

τ
21

 = τ
2
 / τ

1

τN=
1

d0

∑
k

pT , k min {ΔR1, k ,ΔR2, k , ... ,ΔRN ,k }

HP LP
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J. Thaler and K. Van Tilburg
http://arxiv.org/abs/1011.2268

http://arxiv.org/find/hep-ph/1/au:+Thaler_J/0/1/0/all/0/1
http://arxiv.org/find/hep-ph/1/au:+Tilburg_K/0/1/0/all/0/1
http://arxiv.org/abs/1011.2268
http://arxiv.org/abs/1011.2268
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Tagging efficiency vs mistag

CMS-EXO-12-024
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Figure 3: Identification rate for W and Z boson selections as a function of mjj for quark and
gluon jets in data and in simulation of background events, and for jets from W and Z bosons
in simulation of signal events, with (upper left) one LP or (upper right) HP W/Z-tag, and the
fraction of (lower left) doubly-tagged events in the LP and (lower right) HP category. The
identification rate is computed for W/Z ! qq0 ! jets events, where the jets have |h| < 2.5 and
|Dh| < 1.3. MADGRAPH/PYTHIA and HERWIG++ refer to QCD multijet event simulations.

between a set of reference distributions (corresponding to masses of 1.0, 1.5, 1.8, 2.0, 2.2, 2.5,
3.0, and 4.0 TeV) is used to obtain the expected distribution for other values of resonance mass.
Because of the interplay between the PDF and the resonance width, the W0 distribution for
large resonance masses is also characterized by a contribution at small masses that peaks near
⇡0.8 TeV. This search is not sensitive to this component because of the overwhelming back-
ground from multijet production. This feature is not observed for the other signal models,
which assume a narrow width.

Background from multijet events is modelled by a smoothly falling distribution for each event
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Figure 3: Identification rate for W and Z boson selections as a function of mjj for quark and
gluon jets in data and in simulation of background events, and for jets from W and Z bosons
in simulation of signal events, with (upper left) one LP or (upper right) HP W/Z-tag, and the
fraction of (lower left) doubly-tagged events in the LP and (lower right) HP category. The
identification rate is computed for W/Z ! qq0 ! jets events, where the jets have |h| < 2.5 and
|Dh| < 1.3. MADGRAPH/PYTHIA and HERWIG++ refer to QCD multijet event simulations.

between a set of reference distributions (corresponding to masses of 1.0, 1.5, 1.8, 2.0, 2.2, 2.5,
3.0, and 4.0 TeV) is used to obtain the expected distribution for other values of resonance mass.
Because of the interplay between the PDF and the resonance width, the W0 distribution for
large resonance masses is also characterized by a contribution at small masses that peaks near
⇡0.8 TeV. This search is not sensitive to this component because of the overwhelming back-
ground from multijet production. This feature is not observed for the other signal models,
which assume a narrow width.

Background from multijet events is modelled by a smoothly falling distribution for each event

• Tagging efficiency between 20%-40%, depending on the resonance 

mass and the value of τ21


•  Mistag probability below 10%, dropping quickly at large masses for 
HP tagged events



A double-tag dijet event
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CMS-EXO-11-095



• Two bump hunts in HP and LP samples, like “classic” dijet search


• Combined assuming the HP/LP breakdown expected for Randall-Sundrum 
gravitons


• Some excess seen in LP, not confirmed in HP

10 5 Systematic uncertainties
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Figure 6: Distribution in mjj, respectively, for (upper left) singly-tagged LP events and (upper
right) HP events, and for (lower left) doubly-tagged LP events and (lower right) HP events. The
solid curves represent the results of fitting Eq. (2) to the data. The distribution for q⇤ ! qW
and GRS ! WW contributions, scaled to their corresponding cross sections, are given by the
dash-dotted curves. The corresponding pull distributions ( Data�Fit

sData
, where sData represents the

statistical uncertainty in the data in a bin in mjj) are shown below each mjj plot.

modelling of the pileup distribution is <1.5%. These systematic contributions refer to a singly
W/Z-tagged jet, and are applied to each of the two leading jets in doubly W/Z-tagged events.

The JES has an uncertainty of 1–2% [50, 60], and its pT and h dependence is propagated to the
reconstructed value of mjj, yielding an uncertainty of 1%, regardless of the resonance mass. The
impact of this uncertainty on the calculated limits is estimated by changing the dijet mass in the
analysis within its uncertainty. The JER is known to a precision of 10%, and its non-Gaussian
features observed in data are well described by the CMS simulation [50]. The effect of the
JER uncertainty in the limits is also estimated by changing the reconstructed resonance width
within its uncertainty. The integrated luminosity has an uncertainty of 2.6% [61], which is also
taken into account in the analysis. The uncertainty related to the PDF used to model the signal

High PurityLow Purity

CMS results with 8TeV data

7CMS-EXO-12-024



CMS results with 8TeV data

8CMS-EXO-12-024
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Figure 7: Expected and observed 95% CL limits on the production cross section as a function of
the resonance mass for (upper left) qW resonances, (upper right) qZ resonances, and (bottom)
WZ resonances, compared to their predicted cross sections for the corresponding benchmark
models.

tainties are removed.

7 Summary

An inclusive sample of multijet events corresponding to an integrated luminosity of 19.7 fb�1,
collected in pp collisions at

p
s = 8 TeV with the CMS detector, is used to measure the W/Z-

tagged dijet mass spectrum for the two leading jets, produced within the pseudorapidity range
|h| < 2.5 with a separation in pseudorapidity of |Dh| < 1.3. The generic multijet background
is suppressed using jet-substructure tagging techniques that identify vector bosons decaying
into qq’ pairs merged into a single jet. In particular, the invariant mass of pruned jets and the
N-subjettiness ratio t21 of each jet are used to reduce the initially overwhelming multijet back-
ground. The remaining background is estimated through a fit to smooth analytic functions.
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Figure 8: Expected and observed 95% CL limits on the production cross section as a function
of the resonance mass for (upper left) GRS ! WW resonances, (upper right) GRS ! ZZ res-
onances, (bottom left) Gbulk ! WW resonances, and (bottom right) Gbulk ! ZZ resonances,
compared to the predicted cross sections.

With no evidence for a peak on top of the smoothly falling background, lower limits are set at
the 95% confidence level on masses of excited quark resonances decaying into qW and qZ at
3.2 and 2.9 TeV, respectively. Randall–Sundrum gravitons GRS decaying into WW are excluded
up to 1.2 TeV, and W0 bosons decaying into WZ, for masses less than 1.7 TeV. For the first time
mass limits are set on W0 ! WZ and GRS ! WW in the all-jets final state. The mass limits on
q⇤ ! qW, q⇤ ! qZ, W0 ! WZ, GRS ! WW are the most stringent to date. A model with
a “bulk” graviton Gbulk that decays into WW or ZZ bosons is also studied, but no mass limits
could be set due to the small predicted cross sections.
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Figure 8: Expected and observed 95% CL limits on the production cross section as a function
of the resonance mass for (upper left) GRS ! WW resonances, (upper right) GRS ! ZZ res-
onances, (bottom left) Gbulk ! WW resonances, and (bottom right) Gbulk ! ZZ resonances,
compared to the predicted cross sections.

With no evidence for a peak on top of the smoothly falling background, lower limits are set at
the 95% confidence level on masses of excited quark resonances decaying into qW and qZ at
3.2 and 2.9 TeV, respectively. Randall–Sundrum gravitons GRS decaying into WW are excluded
up to 1.2 TeV, and W0 bosons decaying into WZ, for masses less than 1.7 TeV. For the first time
mass limits are set on W0 ! WZ and GRS ! WW in the all-jets final state. The mass limits on
q⇤ ! qW, q⇤ ! qZ, W0 ! WZ, GRS ! WW are the most stringent to date. A model with
a “bulk” graviton Gbulk that decays into WW or ZZ bosons is also studied, but no mass limits
could be set due to the small predicted cross sections.

• Two bump hunts in HP and LP samples, like “classic” dijet search


• Combined assuming the HP/LP breakdown expected for Randall-Sundrum 
gravitons


• Some excess seen in LP, not confirmed in HP



Going beyond 
all-hadronic searches
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5

and for simulated signal and background samples, are shown in Fig. 2 (left). Fully merged
jets from W and Z decays are expected to generate a peak at mj ⇡ 80–90 GeV, while jets from
multijet events and not-fully-merged W and Z bosons give rise to a peak around 20 GeV. The
disagreement observed at small values of mj [55] can be ignored, as the W and Z candidates
with mj < 70 GeV are not considered in the analysis and the overall background normalization
is determined with a fit to the data.
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Figure 2: Distribution for (left) pruned-jet mass mj and (right) jet N-subjettiness ratio t21 in data,
and in simulations of signal and background events. All simulated distributions are scaled
to match the number of events in data. MADGRAPH/PYTHIA and HERWIG++ refer to QCD
multijet event simulations.

We achieve additional discrimination against multijet events by considering the distribution
of jet constituents relative to the jet axis. In particular, we quantify how well the constituents
of a given jet can be arranged into N subjets. This is done by reconstructing the full set of jet
constituents (before pruning) with the kT algorithm [56] and halting the reclustering when N
distinguishable protojets are formed. The directions of the N jets are used as the reference axes
to compute the N-subjettiness [5, 57, 58] tN of the original jet, defined as

tN =
1
d0

Â
k

pT,k min(DR1,k, DR2,k, . . . , DRN,k), (1)

where pT,k is the pT of the particle constituent k of the original jet, and DRn,k is its angular
distance from the axis of the nth subjet (with n = 1, 2, . . . , N). The normalization factor d0
for tN is d0 = Âk pT,kR0, with R0 set to the distance parameter R of the original CA jet. To
improve the discriminating power, we perform a one-pass optimization of the directions of the
subjet axes by minimizing tN [3, 57]. By using the smallest DRn,k to weight the value of pT,k
in Eq. (1), tN yields small values when the jet originates from the hadronization of N quarks.
We therefore use the ratio t21 = t2/t1 as a discriminant between the two-pronged W ! qq0 or
Z ! qq decays and single jets in multijet events. The discriminating power of t21 for different
resonance models can be seen in Fig. 2 (right). The MC simulations of multijet background
and the data peak near ⇡0.8, whereas the signal distributions have a larger fraction of events
at smaller values of t21. We found a slightly better significance using N-subjettiness without
pruning, taking pileup uncertainties into account.

• Not possible to clearly separate Ws and Zs

• The mass resolution is about 10 GeV ≈ W/Z mass split

• Similar jet-substructure behavior 

• Cannot distinguish ZZ/ZW/WW final states

• Analysis performed as bump hunt (like dijet search)

• Result interpreted under different signal hypotheses

A W or a Z?

CMS-EXO-12-024

5

 (GeV)jm
0 20 40 60 80 100 120 140 160 180 200

A
rb

itr
ar

y 
sc

al
e

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4
q/g MADGRAPH+PYTHIA

bq' q→ Wb →t 
b b→H 

 4q→ WW* →H 
 q q→Z 

 q' q→W 

 (8 TeV)-1 19.7 fb

CA pruned R=0.8

CMS Simulation
Preliminary

Figure 2: Distribution of pruned jet mass in simulation of signal and background processes.
All simulated distributions are normalized to 1. The W/Z/H and top-quark jets are required
to match respective generator level particles in the event. The W/Z/H jets are from 1.5 TeV
W0 ! WH and Z0 ! ZH signal samples.

ing the full set of jet constituents (before pruning) with the kT algorithm [44] and halting the
reclustering when N distinguishable protojets are formed. The directions of the N jets are used
as the reference axes to compute the N-subjettiness [45–47] tN of the original jet, defined as

tN =
1
d0

Â
k

pT,k min(DR1,k, DR2,k, . . . , DRN,k), (1)

where pT,k is the pT of the kth constituent of the original jet and DRn,k is its angular distance
from the axis of the nth subjet (with n = 1, 2, . . . , N). The normalization factor d0 for tN is
d0 = Âk pT,kR0, with R0 set to the distance parameter R = 0.8 of the original CA8 jet. To
improve the discriminating power, we perform a one-pass optimization of the directions of the
subjets’ axes by minimizing tN [21, 46]. By using the smallest DRn,k to weight the value of pT,k
in Eq. (1), tN yields small values when the jet originates from the hadronization of N or fewer
quarks. The tij = ti/tj ratios t21, t31, t32, t41, t42, and t43 have been studied to identify the best
discriminators for jets from H ! WW⇤ ! 4q and W/Z ! qq0 decays. We find that the ratio
t42 works best to discriminate the four-pronged H ! WW⇤ ! 4q events against QCD jets, and
t21 to identify W/Z ! qq0 [48].

The discriminating power of t42 can be seen in Fig. 3. The t42 distribution of HWW jets tends
to peak around 0.55. By contrast, t42 distributions of multijet background and W/Z jets have a
larger fraction of events at large values of t42, especially after requiring a pruned jet mass in the
range [110, 135] GeV. Jets from unmatched tt̄ events peak together with QCD jets. However, the

BKG

W
Z

H→bb/H→WW
top
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Figure 7: Final distributions in mWW for data and expected backgrounds for both the muon
(top) and the electron (bottom) channels, high-purity (left) and low-purity (right) categories.
The 68% error bars for Poisson event counts are obtained from the Neyman construction as
described in Ref. [75]. Also shown is a hypothetical bulk graviton signal with mass of 1000 GeV
and k/MPl = 0.5. The normalization of the signal distribution is scaled up by a factor of 100
for a better visualization.
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Figure 8: Final distributions in mZZ for data and expected backgrounds for both the muon (top)
and the electron (bottom) channels, high-purity (left) and low-purity (right) categories. Points
with error bars show distributions of data; solid histograms depict the different components
of the background expectation from simulated events. The 68% error bars for Poisson event
counts are obtained from the Neyman construction as described in Ref. [75]. Also shown is a
hypothetical bulk graviton signal with mass of 1000 GeV and k/MPl = 0.5. The normalization
of the signal distribution is scaled up by a factor of 100 for a better visualization. The solid line
shows the central value of the background predicted from the sideband extrapolation proce-
dure.
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Figure 9: Observed (solid) and expected (dashed) 95% CL upper limits on the product of the
graviton production cross section and the branching fraction of Gbulk ! WW (left) and Gbulk !
ZZ (right). The cross section for the production of a bulk graviton multiplied by its branching
fraction for the relevant process is shown as a red solid (dashed) curve for k/MPl = 0.5 (0.2),
respectively.

ity of the sample is not large enough to allow us to set mass limits on the bulk graviton models
with k/MPl = 0.2 or 0.5. Fig. 10 (right) presents also the local p-value of the significance of
the excesses observed in the data. No excesses with significances larger than two standard
deviations are observed.

8.2 Model-independent limits

The analysis as presented above is specific to the case of a narrow bulk graviton model, but this
is not the only extension of the SM predicting resonances decaying to vector bosons. Therefore
it is useful to allow the reinterpretation of these results in a generic model. In this section
we present the exclusion limits on the visible number of events after having introduced some
modifications to the analysis that greatly simplify its structure, at a moderate price in terms
of performance. Together with the upper limits on the number of signal events, we provide
tables with the reconstruction and identification efficiencies for vector bosons in the kinematic
acceptance of the analysis. Following the instructions detailed in Appendix A, it is possible to
estimate the number of events for a generic signal model that would be expected to be detected
in CMS with the collected integrated luminosity and to compare it with the upper limit on the
number of events.

To avoid the dependence on the assumptions in the construction of the separate categories, we
perform a simplified analysis, reducing the event classification to one single category. We do
this by adding the muon and electron channels and dropping the low-purity category (whose
sensitivity is much smaller than the high-purity category). The loss in performance is very
small over a large range of masses. The effect of dropping the LP category is visible only at
very high masses, where the upper limit on the cross section becomes 15% less stringent.

A generic model cannot restrict itself to narrow signal widths, hence we provide limits as a
function of both mass (MX) and natural width (GX) of the new resonance. The generated line
shape is parametrized with a Breit–Wigner function (BW) and its width is defined as the G
parameter of the BW. The BW line shape is convoluted with the double-sided CB introduced
in Section 6.2 for describing the detector resolution. While different values of GX are scanned,
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Figure 9: Observed (solid) and expected (dashed) 95% CL upper limits on the product of the
graviton production cross section and the branching fraction of Gbulk ! WW (left) and Gbulk !
ZZ (right). The cross section for the production of a bulk graviton multiplied by its branching
fraction for the relevant process is shown as a red solid (dashed) curve for k/MPl = 0.5 (0.2),
respectively.

ity of the sample is not large enough to allow us to set mass limits on the bulk graviton models
with k/MPl = 0.2 or 0.5. Fig. 10 (right) presents also the local p-value of the significance of
the excesses observed in the data. No excesses with significances larger than two standard
deviations are observed.

8.2 Model-independent limits

The analysis as presented above is specific to the case of a narrow bulk graviton model, but this
is not the only extension of the SM predicting resonances decaying to vector bosons. Therefore
it is useful to allow the reinterpretation of these results in a generic model. In this section
we present the exclusion limits on the visible number of events after having introduced some
modifications to the analysis that greatly simplify its structure, at a moderate price in terms
of performance. Together with the upper limits on the number of signal events, we provide
tables with the reconstruction and identification efficiencies for vector bosons in the kinematic
acceptance of the analysis. Following the instructions detailed in Appendix A, it is possible to
estimate the number of events for a generic signal model that would be expected to be detected
in CMS with the collected integrated luminosity and to compare it with the upper limit on the
number of events.

To avoid the dependence on the assumptions in the construction of the separate categories, we
perform a simplified analysis, reducing the event classification to one single category. We do
this by adding the muon and electron channels and dropping the low-purity category (whose
sensitivity is much smaller than the high-purity category). The loss in performance is very
small over a large range of masses. The effect of dropping the LP category is visible only at
very high masses, where the upper limit on the cross section becomes 15% less stringent.

A generic model cannot restrict itself to narrow signal widths, hence we provide limits as a
function of both mass (MX) and natural width (GX) of the new resonance. The generated line
shape is parametrized with a Breit–Wigner function (BW) and its width is defined as the G
parameter of the BW. The BW line shape is convoluted with the double-sided CB introduced
in Section 6.2 for describing the detector resolution. While different values of GX are scanned,
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Figure 9: Observed (solid) and expected (dashed) 95% CL upper limits on the product of the
graviton production cross section and the branching fraction of Gbulk ! WW (left) and Gbulk !
ZZ (right). The cross section for the production of a bulk graviton multiplied by its branching
fraction for the relevant process is shown as a red solid (dashed) curve for k/MPl = 0.5 (0.2),
respectively.

ity of the sample is not large enough to allow us to set mass limits on the bulk graviton models
with k/MPl = 0.2 or 0.5. Fig. 10 (right) presents also the local p-value of the significance of
the excesses observed in the data. No excesses with significances larger than two standard
deviations are observed.

8.2 Model-independent limits

The analysis as presented above is specific to the case of a narrow bulk graviton model, but this
is not the only extension of the SM predicting resonances decaying to vector bosons. Therefore
it is useful to allow the reinterpretation of these results in a generic model. In this section
we present the exclusion limits on the visible number of events after having introduced some
modifications to the analysis that greatly simplify its structure, at a moderate price in terms
of performance. Together with the upper limits on the number of signal events, we provide
tables with the reconstruction and identification efficiencies for vector bosons in the kinematic
acceptance of the analysis. Following the instructions detailed in Appendix A, it is possible to
estimate the number of events for a generic signal model that would be expected to be detected
in CMS with the collected integrated luminosity and to compare it with the upper limit on the
number of events.

To avoid the dependence on the assumptions in the construction of the separate categories, we
perform a simplified analysis, reducing the event classification to one single category. We do
this by adding the muon and electron channels and dropping the low-purity category (whose
sensitivity is much smaller than the high-purity category). The loss in performance is very
small over a large range of masses. The effect of dropping the LP category is visible only at
very high masses, where the upper limit on the cross section becomes 15% less stringent.

A generic model cannot restrict itself to narrow signal widths, hence we provide limits as a
function of both mass (MX) and natural width (GX) of the new resonance. The generated line
shape is parametrized with a Breit–Wigner function (BW) and its width is defined as the G
parameter of the BW. The BW line shape is convoluted with the double-sided CB introduced
in Section 6.2 for describing the detector resolution. While different values of GX are scanned,
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Figure 9: Observed (solid) and expected (dashed) 95% CL upper limits on the product of the
graviton production cross section and the branching fraction of Gbulk ! WW (left) and Gbulk !
ZZ (right). The cross section for the production of a bulk graviton multiplied by its branching
fraction for the relevant process is shown as a red solid (dashed) curve for k/MPl = 0.5 (0.2),
respectively.

ity of the sample is not large enough to allow us to set mass limits on the bulk graviton models
with k/MPl = 0.2 or 0.5. Fig. 10 (right) presents also the local p-value of the significance of
the excesses observed in the data. No excesses with significances larger than two standard
deviations are observed.

8.2 Model-independent limits

The analysis as presented above is specific to the case of a narrow bulk graviton model, but this
is not the only extension of the SM predicting resonances decaying to vector bosons. Therefore
it is useful to allow the reinterpretation of these results in a generic model. In this section
we present the exclusion limits on the visible number of events after having introduced some
modifications to the analysis that greatly simplify its structure, at a moderate price in terms
of performance. Together with the upper limits on the number of signal events, we provide
tables with the reconstruction and identification efficiencies for vector bosons in the kinematic
acceptance of the analysis. Following the instructions detailed in Appendix A, it is possible to
estimate the number of events for a generic signal model that would be expected to be detected
in CMS with the collected integrated luminosity and to compare it with the upper limit on the
number of events.

To avoid the dependence on the assumptions in the construction of the separate categories, we
perform a simplified analysis, reducing the event classification to one single category. We do
this by adding the muon and electron channels and dropping the low-purity category (whose
sensitivity is much smaller than the high-purity category). The loss in performance is very
small over a large range of masses. The effect of dropping the LP category is visible only at
very high masses, where the upper limit on the cross section becomes 15% less stringent.

A generic model cannot restrict itself to narrow signal widths, hence we provide limits as a
function of both mass (MX) and natural width (GX) of the new resonance. The generated line
shape is parametrized with a Breit–Wigner function (BW) and its width is defined as the G
parameter of the BW. The BW line shape is convoluted with the double-sided CB introduced
in Section 6.2 for describing the detector resolution. While different values of GX are scanned,
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6

Scenarios considered for boosted 
topologies:

➔ subjet CSV:
● standard CSV b-tagger applied to 

subjets of the fat-jet (2 b-tags for 

Higgs-tagging, ≥1 for top-

tagging);
● standard track selection, ∆R<0.3.

➔ fat-jet CSV: 
● standard CSV b-tagger applied to 

the Higgs/top candidate fat-jet;
● extended track selection, ∆R<0.8 

or 1.5 according to jet size.

Boosted B-Tagging Scenarios
CMS boosted H→bb Tagging

• Subjet CSV


• resolve two subjets of R=0.2 inside the H jet


• apply the standard b-tagging algorithm to the 
subjets


• similar performances (and data/MC comparison) 
than the standard b-tagging algorithm


• Strong bkg killer: 2 b-tags inside the jet


• Fat-jet CSV


• apply the standard b-tagging algorithm to the 
subjets


• no need to resolve subjets (less demanding for 
detector granularity)

CMS-BTV-13-001
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X→H(bb)W(lν) CMS search  

8 5 Modelling of background and signal

expected background events than the electron channel due to the lower cut pmiss
T and the worse

momentum mass resolution at high transverse momenta.

Table 1: Observed and expected yields. The yields are quoted in the range 700 < mWH <
3000 GeV. The expected background is quoted from the sideband procedure. The uncertainties
in the background prediction from data are statistical in nature, as they depend on the number
of events in the sideband region.

µn+H-jet en+H-jet
Observed yield 16 9

Expected background 14.9 ± 4.6 11.5 ± 4.4

Figure 4 shows the final observed spectrum in mWH of the selected events in the two lepton
categories. The highest-mass data event is from the electron category and it has mWH ⇡ 1.9 TeV.
The observed data and the predicted background in the muon channel agree with each other.
In the electron channel an excess of 3 events are observed with mWH > 1.8 TeV, where less
than 0.3 events are expected, while in the muon channel no events with mWH > 1.8 TeV are
observed. The measured pseudo-rapidity values of the CA8 jet in the 3 electron channel events
with highest mWH are 0.44, 0.84, 1.87, while for a W0 resonance less than 2% of the events are
expected to have a pseudo-rapidity above 1.8. The significance of this excess is discussed after
the description of the systematic uncertainties.
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Figure 4: Final distributions in mWH for data and expected backgrounds for both the muon (left)
and the electron (right) categories. The 68% error bars for Poisson event counts are obtained
from the Neyman construction as described in Ref. [54]. Also shown is a hypothetical W0 signal
with mass of 1500 GeV, whose cross sections are given in Section. 7.

5.2 Modelling of the signal mass distribution

The shape of the reconstructed signal mass distribution is extracted from the signal MC sam-
ples. In the final analysis of the mWH spectrum, the discovery potential and exclusion power
both depend on an accurate description of the signal shape. We adopt an analytical description
of the signal shape, choosing a double-sided Crystal-Ball (CB) function (i.e. a Gaussian core
with power law tails on both sides) [55] to describe the CMS detector resolution. To take into
account differences between muon and electron pT resolutions at high pT, the signal mass dis-
tribution is parametrized separately for events with electrons and muons. The typical width of
the Gaussian core is about 4%–6% .
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eνjμνj combined

• Same analysis strategy as V(qq)W(ln). Better S/B

• Added b-tagging for Higgs: large suppression factor to bkg


• Tuned the jet mass window around 125 GeV: more bkg suppression

• Observed 4 events at MWH ≈ 1800 
GeV in electron channel (3σ local 
significance)


• Nothing in the muon


• Excess about 2σ of combined local 
significance

eμ

CMS-EXO-14-010
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• Jet mass compatible with bkg-only distribution for muon sample


• expected, since the bkg is from fake Hbb candidates


• Interestingly, the excess events translate into a signal-like bump also 
in the Higgs mass
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Dijet

6

sance parameter for each uncertainty. They are listed
below.

(1) Choice of fitting function: a ten-fold cross valida-
tion [72] using the full data set shows that the background
is also well described when introducing an additional de-
gree of freedom to Eq. (1),

f(x) = p1(1� x)p2
x

p3+p4 ln x+p5(ln x)2
. (2)

Since the two fit functions provide background estimates
that di↵er beyond statistical uncertainties, an additional
uncertainty is introduced due to the choice of fitting func-
tion. The di↵erence between the two background esti-
mates is treated as a one-sided nuisance parameter, with
a Gaussian prior centered at zero corresponding to the
background estimate from Eq. (1) and truncated to one-
� corresponding to the background estimate from Eq. (2).
This prior indicates a slight but not overwhelming pref-
erence for the nominal function.

(2) Background fit quality: the uncertainty on the
background parameterization from the fit is estimated
by refitting bin-by-bin Poisson fluctuations of the data,
as described in Ref. [11]. The resulting uncertainty is cal-
culated by refitting a large number of pseudoexperiments
and defining the fit error from the variation in fit results
in each bin: ±1� in the uncertainty corresponds to the
central 68% of pseudoexperiment fit values in the bin.

(3) Jet energy scale: shifts to the jet energy due to
the various jet energy scale (JES) uncertainty compo-
nents are propagated separately through the analysis of
the signal templates. Changes in both shape and accep-
tance due to the JES uncertainty in the simulated signal
templates are considered in the limit setting. Combined,
the JES uncertainty shifts the resonance mass peaks by
less than 3%: this is the JES shift used for Gaussian and
Breit–Wigner limits.

(4) Luminosity: a 2.8% uncertainty [15] is applied to
the overall normalization of the signal templates.

(5) Theoretical uncertainties: the uncertainty on the
signal acceptance for the model-dependent limits due to
the choice of PDF is derived employing the PDF4LHC
recommendation [73] using the envelope of the error sets
of the NNPDF 2.1 [74] and MSTW2008LO. Renormal-
ization and factorization scale uncertainties on the signal
acceptance are considered for the W

0 and s8 signals but
found negligible. Since the W

0 cross section estimation
used in this analysis includes NNLO corrections, the un-
certainties on cross section due to variations of the renor-
malization and factorization scales, the choice of PDF,
and PDF+↵s variations on the theoretical cross section
are considered as well.

(6) Beam energy uncertainty: a change in the beam
energy within its uncertainty of 0.65% [75] would a↵ect
both the spectrum shape and acceptance in the signal
models considered. When approaching the kinematic
limit, this uncertainty can a↵ect the bin-by-bin accep-
tance and therefore change the signal shape by up to 5%.

This uncertainty is applied only in the case of the model-
dependent limits. The uncertainty on the nominal signal
cross section is displayed as a band around the theory
prediction in Figs. 3–7.
The e↵ect of the jet energy resolution uncertainty is

found to be negligible. Similarly, e↵ects due to jet re-
construction e�ciency and jet angular resolution lead to
negligible uncertainties.
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Figure 3. Observed (filled circles) and expected 95% CL upper
limits (dotted line) on �⇥A for excited quarks as a function
of particle mass. The green and yellow bands represent the
68% and 95% contours of the expected limit. The dashed
curve is the theoretical prediction of � ⇥A. The uncertainty
on the nominal signal cross section due to the beam energy
uncertainty is also displayed as a band around the theory
prediction. The observed (expected) mass limit occurs at the
crossing of the dashed � ⇥ A curve with the observed (ex-
pected) 95% CL upper limit curve.

B. Constraints on NP benchmark models

The resulting limits for excited quarks are shown in
Fig. 3. The expected lower mass limit at 95% CL for q⇤

is 3.99 TeV, and the observed limit is 4.09 TeV. The limits
for color-octet scalars are shown in Fig. 4. The expected
mass limit at 95% CL is 2.83 TeV, and the observed limit
is 2.72 TeV.
The limits for heavy charged gauge bosons, W

0, are
shown in Fig. 5. The expected mass limit at 95% CL is
2.51 TeV, and the observed limit is 2.45 TeV.
The limits for the excited W

⇤ boson are shown in
Fig. 6. The plot shows the observed and expected lim-
its calculated for a leptophobic W

⇤ but includes the-
ory curves for both leptophobic and non-leptophobic W ⇤

given that the acceptances for the two samples the same
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Dilepton
Limits on spin-1 Z′

Figure 3 shows the 95% C.L. observed and expected exclusion limits on σB for the dielectron and
dimuon channels, using the Z′SSM width for the signal templates. It also shows the theoretical cross
section times branching ratio for the Z′SSM and for the two E6-motivated Z′ models with the highest and
lowest σB. Figure 4 shows the 95% C.L. exclusion limit on σB for the combination of the electron

 [TeV]Z’M
0.5 1 1.5 2 2.5 3 3.5

 B
 [p

b]
σ

-510

-410

-310

-210

-110

1
Expected limit

σ 1±Expected 
σ 2±Expected 

Observed limit
SSMZ’
χZ’
ψZ’

 PreliminaryATLAS

 ee→Z’ 
 = 8 TeVs

-1 L dt = 20 fb∫ 

 [TeV]Z’M
0.5 1 1.5 2 2.5 3 3.5

 B
 [p

b]
σ

-510

-410

-310

-210

-110

1
Expected limit

σ 1±Expected 
σ 2±Expected 

Observed limit
SSMZ’
χZ’
ψZ’

 PreliminaryATLAS

µµ →Z’ 
 = 8 TeVs

-1 L dt = 20 fb∫ 

Figure 3: Median expected (dashed line) and observed (solid red line) 95% C.L. limits on σB and
expected σB for Z′SSM production and the two E6-motivated Z′ models with lowest and highest σB for
the dielectron (left) and dimuon channel (right). The limits are conservative for the E6-motivated Z′

models due to their narrower intrinsic width. The inner and outer bands show the range in which the
limit is expected to lie in 68% and 95% of pseudo-experiments, respectively. The thickness of the Z′SSM
theory curve represents all theoretical uncertainties and holds for the other theory curves.

and muon channels, assuming an equal branching ratio. The combination is performed by defining the
likelihood function in terms of σB(Z′ → ℓ+ℓ−) in both channels.

The rise of the σB limits at high invariant mass is due mainly to the fast fall of the parton luminosity
at high momentum transfer which enhances the low-mass tail, causing a distortion in the resonance peak
shape. The effect is reduced for narrower resonances like the Randall-Sundrum graviton G∗ . The 95%
C.L. limits on σB are used to set mass limits for each of the considered models. Mass limits obtained
for the Z′SSM are displayed in Table 4. The combined mass limit for the Z′SSM is 2.86 TeV (observed) and
2.85 TeV (expected). The combined mass limits on the E6-motivated models are given in Table 5.

Table 4: e+e−, µ+µ− and combined 95% C.L. mass limits on Z′SSM.

Z′SSM → e+e− Z′SSM → µ+µ− Z′SSM → ℓ+ℓ−

Observed mass limit [TeV] 2.79 2.48 2.86
Expected mass limit [TeV] 2.76 2.52 2.85

Limits on spin-2 Randall-Sundrum gravitons

Figure 5 shows the 95% C.L. observed and expected exclusion limits on σB(G∗ → e+e−) and σB(G∗ →
µ+µ−), obtained with a k/MPl = 0.1 signal template, together with the theoretical cross section times
branching ratio for couplings (k/MPl) in the range 0.01-0.1. The curves for the different k/MPl cases are

10

• CMS sees excess (among many others). Not relevant per se (LEE), 
but interesting in the full picture


• ATLAS sees no excess

• Two statements are not in contradiction: same observed limits

http://arxiv.org/abs/arXiv:1402.4431

http://arxiv.org/abs/arXiv:1402.4431


Conclusions (so far)
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• No claim of discovery (of course)


• Still, there are a few interesting excesses around 2 TeV


• overall, in VV (with some confusing pattern, atlas too)


• in WH


• in dijet (ATLAS too), and maybe in dilepton


• For sure something to hope for


• … and to watch carefully in Run II



ATLAS+CMS VV 
combination
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Bkg estimate from bump-hunt fit

• fit in sideband vs full region give similar results

• Simpler function (expo) used for low-stat channels (llJ)

• For ATLAS VV fully hadronic, simplified function used 

according to ATLAS prescription


• Start from the published data (hep format or plots)

• Bkg estimate problematic

• missing correlations, which often matter

• (sometimes) bkg uncertainties not quoted


• When info missing, bkg estimate using a dijet-like bump hunt


• Diagonalize covariance matrix + Bkg systematic for eigenvalues

Prepared for submission to JHEP

Combination of Run-1 Exotic Searches in diboson
final states at the LHC

F. Dias,c S. Gadatsch,a M. Gouzevich,b C. Leonidopoulos,c S.F. Novaes,d A.
Oliveira,e M. Pierini,a T. Tomeid

a
CERN, Geneva

b
Université Claude Bernard-Lyon I, Lyon

c
University of Edinburgh, Edinburgh

d
Universidade Estadual Paulista, Sao Paulo

e
Universita e INFN, Padova

Abstract: Searches for physics Beyond the Standard Model are carried out independently
at the two general-purpose LHC experiments, ATLAS and CMS. Since many of the physics
processes studied, as well as the “reference models” which serve to guide the search efforts,
are common, we use a statistical framework for the combination of the results from the
two collaborations, with an emphasis on diboson final states. By combining information
from several channels and two independent experiments, we aim to improve the published
exclusion limits in a few reference models. We also examine whether there is cumulative
evidence for significant deviations above the expected background across decay channels
and experiments that could potentially point to New Physics.

• Few ATLAS/CMS individuals working together to combine ATLAS+CMS 
results from publicly available information


• Work incomplete, still missing some signal (e.g. WZ in all channels), and 
jobs are still running


• Stay tuned for the paper to see the full picture 
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Bkg estimate from bump-hunt fit

• fit in sideband vs full region give similar results

• Simpler function (expo) used for low-stat channels (llJ)

• For ATLAS VV fully hadronic, simplified function used 

according to ATLAS prescription


• Start from the published data (hep format or plots)

• Bkg estimate problematic

• missing correlations, which often matter

• (sometimes) bkg uncertainties not quoted


• When info missing, bkg estimate using a dijet-like bump hunt


• Diagonalize covariance matrix + Bkg systematic for eigenvalues
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Comparison with nominal result
ZZ selection WZ selection ZZ selection

ZZ selection WZ selection ZZ selection

JJ JJ JJ

JJ JJ JJ

• In general, nominal bkg (from ATLAS or CMS) within our fit+systematic


• Sometimes (e.g. ATLAS ZZ) larger deviations observed

• We use the nominal result as a background estimate

• We rescale the systematic variations by nominal/our fit ratio


•  Rescaling not always needed (e.g. CMS lνJ & llJ) 
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Figure 42. ATLAS VV lvJ - validation plots

Figure 43. ATLAS VV lvJ - validation plots
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4.2 CMS results

Figure 44. CMS VV lvJ - validation plots
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Figure 45. CMS VV lvJ - validation plots
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5 Semileptonic X ! V V ! J `` searches

5.1 ATLAS results
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Figure 34. gausian signal
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5.2 CMS results

Figure 36. Doing the WZ signal with paper efficiencies recipe. debug assymptoyic X full CLS.
Rename BKG, all is correlated
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Figure 37. Doing the WZ signal with paper efficiencies recipe. debug assymptoyic X full CLS.
Rename BKG, all is correlated
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PRELIMINARY

2 Methodology

Wherever possible, this study employs the expected backgrounds as estimated by the AT-
LAS and CMS collaborations with their corresponding uncertainties. The signal distribu-
tions are also taken from distributions provided by the experimental collaborations. They
are used together in conjunction with the data distributions in a template fit to derive
exclusion limits on hypothetical signals.

In a few cases, the information published by ATLAS and CMS is not enough for this
simple approach to produce satisfactory results. For example, the mass-dependence of an
important systematic uncertainty is not always properly documented. In these cases, we
have followed an alternative approach and attempted to fit the data distributions with an
appropriate functional form (typically, the fitting function employed in the dijet analyses).

For the ATLAS fully-hadronic V V ! JJ search, we use a simplified function for
the background description, following the approach documented in published paper [ref].
Parameter ⇠ in the fit is fixed to the value that minimizes the correlation between parameters
p0 and p1. Our fit result produces a background estimate which agrees with the nominal
background within 10%. We choose to employ the nominal background estimate, and its
uncertainty as determined by our fit, according to the procedure described below.

The covariance matrix returned by the fit is diagonalised and the eigenvalues are mod-
ified to produce ±1� variations. Our fit output and the ±1� curves from each eigenvalue
variation are rescaled by the ratio of the nominal background (as documented in [ref])
and our fit’s estimate. Through this procedure, we evaluate the uncertainty on the (nom-
inal) background by using our fit’s covariance matrix, corrected by the ratio of the two
background estimates.

3 Fully hadronic X ! V V ! JJ searches

3.1 ATLAS results
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Figure 1. ATLAS bulk WZ - validation plots
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ATLAS WZ JJ  (WZ selection)

3.2 CMS results

In this channel, the data, expected background and signal shapes are retrieved from HEP-
DATA (arXiv:1405:1994). Signal distributions are available for five different hypotheses:
W 0 ! WZ, bulk WW and bulk ZZ (covering models producing longitudinally polarised
bosons) and RS WW and RS ZZ (covering models producing transversely polarised)
bosons. We consider both high-purity (⌧12 < 0.5 for both hadronic bosons) and low-purity
(⌧12 < 0.5 for one hadronic boson and 0.5 < ⌧12 < 0.75 for the second hadronic boson)
categories. TODO: Define ⌧12

We consider the following systematic uncertainties:

• Normalisation, which is separated into two further subcategories: a common-across-
channels systematic uncertainty corresponding to the luminosity measurement (2.2%),
and an additional term applicable to the V V ! JJ channel that covers W -tagging
uncertainties, such as pT , pile-up and PDF dependences (13%). The ⌧12 uncertainties
are treated separately in the category below.

• Purity migration, which covers the effects of events “migrating” between low- and
high-purity categories (as defined above). TODO: How much is this???

• Jet energy, which is a 1% uncertainty on the scale of the energy measurement. The
additional uncertainty on jet energy resolution is known to have a minor effect and is
ignored in this study.

All systematic uncertainties are treated as fully correlated across channels, with the excep-
tion of the “purity migration” uncertainty, which is treated as fully anti-correlated.

TODO: discussion of results!
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• Nominal+systematics estimate used in a template fit

• Signal parameterized from available information

• signal efficiency

• benchmark models for specific mass values

• linear interpolation within benchmarks for generic mass values


• Limit extraction with asymptotic CLs reproduces trends in 
nominal result


• Discrepancies between nominal results & out fit (channel 
dependent)

• approximately mass independent


• Rescale the expected limit by constant factor to match nominal

• Good agreement observed after rescaling (fudge factor)

Limit Comparison
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Limit Comparison
JJ

JJ
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Figure 42. ATLAS VV lvJ - validation plots

Figure 43. ATLAS VV lvJ - validation plots
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4.2 CMS results

Figure 44. CMS VV lvJ - validation plots
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Figure 45. CMS VV lvJ - validation plots
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5 Semileptonic X ! V V ! J `` searches

5.1 ATLAS results

●
●

●

●

●
●

● ●

●
● ●

■
■

■
■

■

■
■

■
■

■ ■

● ourfit

■ nominal

1.0 1.2 1.4 1.6 1.8 2.0

5

10

50

100

mass (TeV)

σ
(p
p>
X>
W
Z)

(fb
)

ATLAS VV llJ longitudinal WZ

Figure 34. gausian signal
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5.2 CMS results

Figure 36. Doing the WZ signal with paper efficiencies recipe. debug assymptoyic X full CLS.
Rename BKG, all is correlated
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Figure 37. Doing the WZ signal with paper efficiencies recipe. debug assymptoyic X full CLS.
Rename BKG, all is correlated
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2 Methodology

Wherever possible, this study employs the expected backgrounds as estimated by the AT-
LAS and CMS collaborations with their corresponding uncertainties. The signal distribu-
tions are also taken from distributions provided by the experimental collaborations. They
are used together in conjunction with the data distributions in a template fit to derive
exclusion limits on hypothetical signals.

In a few cases, the information published by ATLAS and CMS is not enough for this
simple approach to produce satisfactory results. For example, the mass-dependence of an
important systematic uncertainty is not always properly documented. In these cases, we
have followed an alternative approach and attempted to fit the data distributions with an
appropriate functional form (typically, the fitting function employed in the dijet analyses).

For the ATLAS fully-hadronic V V ! JJ search, we use a simplified function for
the background description, following the approach documented in published paper [ref].
Parameter ⇠ in the fit is fixed to the value that minimizes the correlation between parameters
p0 and p1. Our fit result produces a background estimate which agrees with the nominal
background within 10%. We choose to employ the nominal background estimate, and its
uncertainty as determined by our fit, according to the procedure described below.

The covariance matrix returned by the fit is diagonalised and the eigenvalues are mod-
ified to produce ±1� variations. Our fit output and the ±1� curves from each eigenvalue
variation are rescaled by the ratio of the nominal background (as documented in [ref])
and our fit’s estimate. Through this procedure, we evaluate the uncertainty on the (nom-
inal) background by using our fit’s covariance matrix, corrected by the ratio of the two
background estimates.

3 Fully hadronic X ! V V ! JJ searches

3.1 ATLAS results
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Figure 1. ATLAS bulk WZ - validation plots
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ATLAS WZ JJ  (WZ selection)

3.2 CMS results

In this channel, the data, expected background and signal shapes are retrieved from HEP-
DATA (arXiv:1405:1994). Signal distributions are available for five different hypotheses:
W 0 ! WZ, bulk WW and bulk ZZ (covering models producing longitudinally polarised
bosons) and RS WW and RS ZZ (covering models producing transversely polarised)
bosons. We consider both high-purity (⌧12 < 0.5 for both hadronic bosons) and low-purity
(⌧12 < 0.5 for one hadronic boson and 0.5 < ⌧12 < 0.75 for the second hadronic boson)
categories. TODO: Define ⌧12

We consider the following systematic uncertainties:

• Normalisation, which is separated into two further subcategories: a common-across-
channels systematic uncertainty corresponding to the luminosity measurement (2.2%),
and an additional term applicable to the V V ! JJ channel that covers W -tagging
uncertainties, such as pT , pile-up and PDF dependences (13%). The ⌧12 uncertainties
are treated separately in the category below.

• Purity migration, which covers the effects of events “migrating” between low- and
high-purity categories (as defined above). TODO: How much is this???

• Jet energy, which is a 1% uncertainty on the scale of the energy measurement. The
additional uncertainty on jet energy resolution is known to have a minor effect and is
ignored in this study.

All systematic uncertainties are treated as fully correlated across channels, with the excep-
tion of the “purity migration” uncertainty, which is treated as fully anti-correlated.

TODO: discussion of results!
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ATLAS+CMS combo: one channel

PRELIMINARY

Figure 50. CMS + ATLAS VV lvJ - validation plots
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Figure 51. CMS + ATLAS VV lvJ - validation plots, suggestion to paper
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Figure 18. with fudge, without ATLAS shape syst = crashes
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5.3 Combined results
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Figure 38. Discuss the CMS bands

Figure 39. Suggestion to paper. Discuss the CMS bands
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4.3 Combined results
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Figure 49. CMS + ATLAS VV lvJ - validation plots, suggestion to paper

– 23 –

PRELIMINARY
5.3 Combined results
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Figure 39. Suggestion to paper. Discuss the CMS bands
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Signal Strength: JJ only
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+

• Combining ATLAS large excess + CMS small excess point to a cross 
section of about 10 fb-1


• With this smaller signal value, the discrepancies across channel is 
mitigated (e.g. wrt lνJ)


• Despite the reduction in signal strength, the significance is basically 
unaffected (see next slide)


 Out of ATLAS+CMS combination a more consistent picture emerges

PRELIMINARY
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Model Dependence: JJ only
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• Combination confirms the signal excess (with much reduced signal 
strength) 


• The significance of the signal depends on the signal hypothesis

• Interestingly enough, significance maximised when WW decay 

suppressed (consistent with picture emerging from other signals)

• direct consequence of bkg breakdown in ATLAS 3 categories
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ATLAS+CMS combo: WW hypothesis

4.3 Combined results

Figure 32. gausian signal WW,
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ATLAS+CMS combo: ZZ hypothesis

6 Further Results: composite-like, neutral spin-2 interpretation

6.1 Combination of V V ! J `` and V V ! JJ searches: ZZ-only hypothesis

Figure 40. bla
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Figure 41. paper suggestion
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6 Further Results: composite-like, neutral spin-2 interpretation

6.1 Combination of V V ! J `` and V V ! JJ searches: ZZ-only hypothesis

Figure 40. bla

● ●

●

●

●

●

●
● ●■ ■

■

■

■

■

■

■ ■ ■◆ ◆

◆

◆

◆

◆ ◆ ◆ ◆▲ ▲

▲

▲

▲

▲

▲
▲ ▲

● JJ + llJ

■ JJ

◆ llJ

▲ no fudge

1.6 1.8 2.0 2.2 2.410-4

0.001

0.010

0.100

mass (TeV)

σ
(p
p>
X>
ZZ

)(
fb
)

CMS+ATLAS longitudinal ZZ

1σ

2σ

3σ

4σ

Figure 41. paper suggestion

– 27 –

PRELIMINARY



33

ATLAS+CMS combo: WZ hypothesis
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From boosted V to boosted H→bb

CMS-BTV-13-001

• Subjet CSV


• resolve two subjets of R=0.2 inside the H jet


• apply the standard b-tagging algorithm to the 
subjets


• similar performances (and data/MC comparison) 
than the standard b-tagging algorithm


• Strong bkg killer: 2 b-tags inside the jet


• Fat-jet CSV


• apply the standard b-tagging algorithm to the 
subjets


• no need to resolve subjets (less demanding for 
detector granularity)
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6 4 Event reconstruction and selection

t42 distribution for matched top-quark jets tends to peak at smaller values, since for the same
jet t42 is nearly always less than t32, which is small for hadronic top-quark jets.

In Fig. 3, the comparison between dijet data and the QCD multijet simulation shows that the
simulated distribution is well reproduced, though shifted towards higher values of t42 com-
pared to the data. A similar level of disagreement is known for the modeling of t21 in QCD
simulation in Ref. [14]. The disagreement does not affect this analysis since the background is
estimated from data. For the signal scale factor, the uncertainties from the modelling of t42 are
taken into account.
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Figure 3: Distributions of t42 in data and in simulations of signal (2 TeV) and background
events, without applying the pruned jet mass requirement (left) and with the pruned jet mass
requirement applied (right). W/Z, matched top-quark, and HWW jets are required to match
their generator level particles, respectively. All simulated distributions are scaled to match the
number of events in data, except that matched top-quark background is scaled to the fraction
of unmatched tt̄ events times the number of data events.

We select “high (low)-purity” W/Z jets by requiring t21  0.5 (0.5 < t21 < 0.75), denoted as
HP (LP) V tag. We select HP (LP) HWW jets by requiring t42  0.55 (0.55 < t42 < 0.65), denoted
as HP (LP) H tag.

Cross-talk between the H decay channels is possible; for example, two-pronged H decays (e.g.
H ! bb, H ! cc̄) can be reconstructed as four-pronged H ! WW⇤ ! 4q, as shown in Fig. 4.
Because of its large branching fraction, H ! bb contributes a non-negligible number of events
to the H ! WW⇤ ! 4q tagged sample. In order to combine events from H ! bb and H !
WW⇤ ! 4q channels into a single joint likelihood, these categories must be mutually exclusive.
Since the H ! bb tagger has significantly lower background than H ! WW⇤ ! 4q, it takes
precedence in selecting events. We first identify the events that pass the H ! bb tagger, and
only if they fail, we test them for the presence of the H ! WW⇤ ! 4q tag. Thus we arrive at
the final division of events into mutually exclusive categories. This is summarized in Table 1.

The LP V tag and LP H tag category is not included in this analysis, since it is dominated by
background and therefore its contribution to the expected significance of the signal is negligi-
ble. Other H decay modes like H ! gg, H !tt, H ! ZZ⇤, and H ! cc̄ all together contribute
2%� 7% of the total H ! bb tagged events, and 18%� 24% of the total H ! WW⇤ ! 4q tagged

More Higgs decays
• Four jets collapsing into a single jet


• Same strategy as boosted V, using τ42 rather 
than τ21


• Same strategy as standard tau reconstruction


• In this case, two overlapping taus


• for eth and mth, search for a tau overlapping with an 
e/m, removing isolation requirements


• for thth, modify the tau identification algorithm to 
consider the case of two overlapping taus (i.e., 
different multiplicity requirements

H→WW*

H→ττ

CMS-EXO-14-009 

CMS-EXO-13-007 
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10 5 Resonance search in the dijet mass spectrum
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Figure 7: Distributions in mjj are shown for VHPHbb category (left), VLPHbb category (right).
The solid curves represent the results of fitting Eq. (2) to the data. The distributions for H !
bb, W/Z ! qq0contributions, scaled to their corresponding cross sections, are given by the
dashed curves. Y axis displays the number of events per bin, divided by bin width. Horizontal
bars in data indicates the bin width. The corresponding pull distributions ( Data�Fit

sData
, where sData

represents the statistical uncertainty in the data in a bin in mjj) are shown below each mjj plot.
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Figure 8: Distributions in mjj are shown for VHPHHP
WW (top), VLPHHP

WW (bottom left), and
VHPHLP

WW (bottom right). The solid curves represent the results of fitting Eq. (2) to the data.
The distributions for H ! WW⇤ ! 4q, W/Z ! qq0contributions, scaled to their correspond-
ing cross sections, are given by the dashed and dash-dotted curves. Y axis displays the number
of events per bin, divided by bin width. Horizontal bars in data indicates the bin width. The
corresponding pull distributions ( Data�Fit

sData
, where sData represents the statistical uncertainty in

the data in a bin in mjj) are shown below each mjj plot.
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Figure 9: Expected and observed limits for Z0 ! HZ (left) and W0 ! HW (right),including all
five categories. Branching fractions of H and V decays are already taken into account.
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Figure 10: Expected and observed limits for V0 ! HV by combining W’ and Z’ together.
Branching fractions of H and V decays are already taken into account.

• Same strategy as fully hadronic VV search 


• Sensitive to both WH and ZH (no 
discrimination) 


• No significant excess seen: some hint of a 
bump, but uncertainty on bkg shape “covers” it


• Results combined assuming Higgs SM BRs

X→H(bb/WW*)V(qq) search  

CMS-EXO-14-009 
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10 9 Summary

Table 2: Summary of the signal efficiencies, number of expected background events, and num-
ber of observed events for the six tt channels. Only statistical uncertainties are included. For
the all-leptonic and semileptonic channels, numbers of expected background events and ob-
served events are evaluated for each mass point in mZH intervals corresponding to ±2.5 times
the expected resolution. For the all-hadronic channel we consider the number of expected
background, signal, and observed events for mZH > 800 GeV. When the expected background
is zero, the 68% confidence level upper limit is listed.

Mass (TeV) tete tetµ tµtµ teth tµth thth
B(tt) 3.2% 6.2% 3.0% 23.1% 22.6% 41.9%
#sig(%) 0.8 2.8 ± 0.7 3.4 ± 0.5 4.2 ± 0.7 3.3 ± 0.3 4.4 ± 0.3 2.2 ± 0.2

0.9 11 ± 1 16 ± 1 20 ± 2 14.3 ± 0.5 18.7 ± 0.6 11.5 ± 0.4
1.0 17 ± 2 24 ± 1 38 ± 2 21.2 ± 0.6 29.3 ± 0.7 18.0 ± 0.5
1.2 26 ± 2 30 ± 1 39 ± 2 28.3 ± 0.7 35.8 ± 0.7 23.0 ± 0.5
1.5 30 ± 2 42 ± 2 53 ± 2 29.2 ± 0.8 38.1 ± 0.9 29.1 ± 0.7
2.0 28 ± 2 39 ± 2 56 ± 3 31.1 ± 0.8 39.2 ± 0.9 31.9 ± 0.7
2.5 27 ± 2 37 ± 2 42 ± 2 26.8 ± 0.8 37.0 ± 0.8 30.1 ± 0.7

Nbkg 0.8 0.3 ± 0.5 1.1 ± 0.8 1.6 ± 1.2 6.1 ± 2.0 6.7 ± 2.1

6.1+3.2
�2.5

0.9 0.5 ± 0.4 1.7 ± 1.2 3.8 ± 2.1 9.8 ± 3.2 9.2 ± 2.9
1.0 1.4 ± 1.4 1.7 ± 1.0 2.0 ± 0.9 9.5 ± 3.5 7.6 ± 2.2
1.2 1.2 ± 1.2 1.2 ± 0.8 1.4 ± 0.6 5.0 ± 2.0 6.6 ± 2.3
1.5 0.4 ± 0.4 0.07 ± 0.04 0.9 ± 0.4 4.3 ± 1.8 2.6 ± 0.9
2.0 <0.5 <0.4 0.7 ± 0.4 0.1 ± 0.1 <0.4
2.5 <2.1 <0.3 0.3 ± 0.1 0.18 ± 0.05 <0.5

Nobs 0.8 1 1 2 3 10
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Figure 4: Expected and observed upper limits on the quantity s(Z0) B(Z0 ! ZH) for the six
analysis channels combined. Green and yellow bands correspond to ±1 or ±2s variations on
the expected upper limit, respectively.

9 Summary

The first search for a highly massive (�0.8 TeV) and narrow resonance decaying to Z and H
bosons that decay in turn to merged dijet and t+t� final states has been conducted with data
samples collected in 8 TeV proton-proton collisions by the CMS experiment in 2012. For a high-
mass resonance decaying to much lighter Z and H bosons, the final state particles must be

X→H(ττ)V(qq) search  

CMS-EXO-13-007 

• Same V tagger as other analyses 


• Special reconstruction of boosted taus


• Background predicted from data sidebands


• low jet mass window


• ditau mass window below the Z 


• No excess observed

7

using an alternative background estimation technique, where tt, W+jets and Z+jets background
contributions are given by Eq. (2), while the QCD multijet background is estimated from a con-
trol sample of events where at least one t candidate fails the isolation requirement. The same
control sample is used to obtain the shape of the QCD distribution in the signal region pre-
sented in Fig. 3.
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Figure 1: Observed distributions of mZH for the all-leptonic channels along with the corre-
sponding MC expectations for signal and background, as well as background estimation de-
rived from data: (top left) tete category; (top right) tetµ category; (bottom) tµtµ category. The
shaded bands indicate the statistical uncertainty from MC background. The signal cross section
is scaled by a factor of 5.

7 Systematic uncertainties

The sources of systematic uncertainty in this analysis, which affect either the background esti-
mation or the signal efficiencies, are described below.

For the signal efficiency, the main uncertainties come from the limited number of signal MC
events (3–10%), the integrated luminosity (2.5%) [43], and the uncertainty on the modeling of
pileup (0.2–2.2%). Hereafter, the ranges indicate the different channels and mass regions used
in the evaluation of the upper limits. The scale factors for lepton identification are derived from
dedicated analyses of observed and simulated Z ! `+`� events, using the “tag-and-probe”
method [36, 38, 44]. The uncertainties in these factors are taken as systematic uncertainties and
amount to 1–4% for electrons, 1–6% for muons and 9–26% for t leptons decaying hadronically.
The jet and lepton four-momenta are varied over a range given by the energy scale and resolu-
tion uncertainties [28]. In this process, variations in the lepton and jet four-momenta are prop-
agated consistently to ~pmiss

T . For the all-leptonic and semileptonic channels, additional uncer-
tainties come from the procedure of removing nearby tracks and leptons used in the hadronic t
reconstruction, and from the isolation variable computation in the case of boosted topologies.

eμ 
channel

8 7 Systematic uncertainties
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Figure 2: Observed distributions of mZH for the semileptonic channels along with the cor-
responding MC expectations for signal and background, as well as background estimation
derived from data: (left) teth category; (right) tµth category. The shaded bands indicate the
statistical uncertainty from MC background. The signal cross section is scaled by a factor of 5.
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Figure 3: Observed distributions of mZH for the thth category along with the corresponding MC
expectations for signal and background. The shaded bands indicate the statistical uncertainty
from MC background. The signal cross section is scaled by a factor of 5.

μ-had 
channel

combined exclusion
smaller sensitivity than other 
searches (smaller H BR)



• Traditionally, jets of energy deposits in    
calorimeters 

• Call each deposit a massless “particle” 
• Add the 4-mom of particles to get jet 4-mom 
• Require good calorimeter resolution 

• Particle Flow: use information from all detector 
components
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• reconstruct particles 
first (e, μ, γ, charged 
hadrons and neutral 
hadrons) 

• cluster particles in 
jets 

• Better energy 
resolution and much 
more

Jets of What?



• Intense program of SM 
measurements served as 
precise validation 

• This set the stage for an 
extended search for New 
Physics with jets

Precision Physics with jets

40

• Jet physics @LHC is precision physics 

• Multijet NLO calculations in event generators 
• Accurate simulation of detector effects 
• Solid jet definition 



High-Pt Muons
• Muon momenta are measured 

through the bending in the magnetic 
fields 

• The bending is reduced at large 
muon momenta 

• For high-pT muons, the precision 
deteriorates 

• Unlike the case of measurements with 
W/Z/top/H, muon final states are not 
the golden channel for this physics  

• Despite the resolution, high-pT 
muons are an excellent discovery tool
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σpT/pT ~ pT/(qBL)



High-Pt Electrons

• Electron momenta are 
measured in the tracker and in 
the calorimeter 

• The resolution of the 
calorimeter improves with 
energy, giving a better S vs B 
discrimination above 1 TeV 

• Electrons (and photons) are 
excellent tools to search for 
davy resonances and measure 
their masses
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High-Pt Electrons

• Electron momenta are 
measured in the tracker and in 
the calorimeter 

• The resolution of the 
calorimeter improves with 
energy, giving a better S vs B 
discrimination above 1 TeV 

• Electrons (and photons) are 
excellent tools to search for 
davy resonances and measure 
their masses
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Dilepton Search
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