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James, John Shade, Guiseppe, Marcin, Kai, Angela, Guillaume, Joanna, Cyril, Emir, Antun, Gilles
Apologies:
Ronald

Operations Automation Team weekly phonecon

Agenda:
* Section 8 - System Management tools
* Network monitoring (Guillaume)

* Accounting (Meeting @ RALin July ?)
* AOB
Availability/Reliability

Minutes

Guiseppe: Future operational model. We aren't the right body to decide this.

James: lagree. It should be the managementthat proposesit, butthey haven't. We have to puta
strawman proposal.

Giuseppe: lagree. Will try and write something on thisfor next week.

Sharing System Management tools

James: Ifanyoneisinterestedin holdingthis area of the OAT.

Angela: I'minterested, butnotalone.

James: Ronald expressed similarinterest by mail. We'll try and puttogetherasmall group.

Network Monitoring

[Responding to issue from last weeks meeting]

Guillaume: Don’t'see any main reasons why we should devolve DownCollector.

James: Scalability and network connectivity are the 2mainissues.

Guillaume: currentdo 2K nodes, can handle 4K nodes. For connectivity, have tried with 2distinct
systems, butit's hard to integrate the results.

James: We should at least write the justification

Guillaume: Currently we have noreports- could use the same reporting framework to do network
reports.

James: Yes.

Guiseppe: Devolving would be agood thing, unlessit's not necessary foraROC.

James: Noreasonthata ROC can't run the tests as well.

Cyril: My aim wasto use DownCollectorforthe grid monitoringtools.

James: Youthinkit's more useful forthe operation staff?
Cyril: Yes. If we have nagios at site/rocthen we probably can use it at central operations
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ACTION : Emir/Guillaume: Write 10.2.3- Why DownCollectoris there, why it's architecture iswhatitit,
who usesiit.

Summary: DownCollectorreplicates network tests done at ROCat a central level. Can be useful forgrid
operatorsasa checkwhenasiteisdown. Used for Network Quality Monitoring by e.g. ENOC team.

Accounting
We should add a section for this (and configuration managementin chapter 10). Just state the general
architecture of devolution, and say we'll come up with a concrete plan later.
Meetingat RALin July.
- Guiseppe to check dates for meeting with DGAS people.

Availability/Reliablity

Currently you cansee in Gridview, value of details + metrics. Thisisthe raw data. It doesnottakein the
siteadminview. Thisisimportantsince currently thereisstill errors at central level whichis not
removed.

Pre-report allows sites to comment, and validated by ROC. Thisshould be takenintoaccountduring
availability calculation.

James: If thisimproves the quality of the data, it'sagood thing.
John:Ifthere's acentral problem, and some ROCs take it and some don'tthen it skewsthe numbers.
Marcin: We need away to putin 'central monitoring failures'.

James: Anotherrelated conceptistohave multiple calculationsin Gridview. SoaROC could have their
own calculation

Marcin: Alsothresholdsshould be there (which can be different persite). Perhaps notallinthe centrla
Gridview?

James: We've beentalking about perhaps having regional instances of Gridview.

AOB

Guiseppe: Emir, what are the non-production servicesin the GOCDB/BDII proposal

Emir: resourcesthatare local, not for whole level. And test services.

Guiseppe: Areyouplanningtointegrate local and grid monitoring

Emir: It'san information system discussion, not monitoring.

Guiseppe: Justwantedto know if both information would be available foralocal monitoring system...
Emir: Yes

Next Meeting: Thur 19th June 10AM CEST
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