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Abstract: For the reliable and timely forecasts of dangerous conditions of Space 
Weather world-wide networks of particle detectors are located at different 
latitudes, longitudes and altitudes.  To provide better integration of these 
networks the DAS (Data Acquisition System) is facing a challenge to establish 
reliable data exchange between multiple network nodes which are often located 
in hardly accessible locations and operated by the small research groups. In this 
article we present DAS for SEVAN (Space Environmental Viewing and Analysis 
Network) elaborated on the top of free open-source technologies. 
The SEVAN detectors are located on the altitudes 2000 and 3200 meters above 
the sea level and performing continuous monitoring of various species of 
secondary cosmic rays. Next step of SEVAN network expansion will be installation 
of detectors in Croatia, India and Indonesia.
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