Calibration Work-Flow and
Data-Flow in CMS
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* What is intended by “calibration”
* Storage of calibrations (a.k.a. DataBase)

e Producers/consumers of calibrations
(online/offline)

 Commissioning of the calibration workflow

e Few results
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Calibration: a definition -

Whatever is needed to go from electronic readout to
physics quantities:

channel

Energy in calorimeters: E, = E c; - ADC;
)
Alignment in tracker: Z,Y,2 = Aa:,y,z + Tnoms Ynomy Znom

see OC2 “Alignment strategy for the CMS tracker”, M.Weber

By extension it includes:

Low-level: pedestals, noise, gains,.....
High-level: jet energy scale, electron energy, tau jets, ......

Luca Malgeri: Calibration work-flow and data-flow in CMS



=4 (CMS) Calibration workflow de_

Requirements:

e Full traceability =2 need to know when constants
are produced and when have to be used

e Handle large data sets (several millions channels)
* Cope with potentially fast turnaround of constants

* Ability to work in online as well as in offline world
(including remote Tierl/Tier2 sites)

* Ease of use is a envisageable
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Storage of constants: DataBases
[CMS
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[TierO - Meyrin sitej
area

IPS

“real offline’’(T0)

OMDS:

Full Oracle DB
Serves Lvi
trigger

ORCON:

Oracle Back-end

Pool-ORA
Serves HLT
trigger

OMDS ORCON

—
e —

. HCALPedestals

T ER
Alignment

Oracle Streaming - (PNE

Y ORCON to ORCOFF

Offline
Processes

< Dracle Streaming - ONE WRAY ORCOFF TO ORCON

Luca Malgeri: Calibration work-flow and data-flow in CMS

High Level Trigger Farm
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Serves offline
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CMS,
4 DataBase technology -

* Oracle (full support from CERN IT) is used as back-end for all DB layers.

® Pure “online” tasks have direct access to OMDS to continuously store
calibration and monitoring constants: pedestals, noise, temperatures, firmwares,
etc.

e ORCON is, topologically, a subset of ORCOFF needed for HLT functioning
ensuring CMS autonomy from network disruption.

e ORCON and ORCOFF are accessed through POOL-ORA:
POOL-ORA is a LCG-AA product which provides a mapping from the relational
DB to a C++ object.

e The constants tracking, and interval of validity, is integrated in the Event Data
Model (CMS software).

e Constants are transferred from OMDS to ORCON and from ORCON to
ORCOFF through C++ applications or direct DB-link.

* DB deployment to external sites provided through Frontier technology

Luca Malgeri: Calibration work-flow and data-flow in CMS



~ Interval of Validity: concept

The Interval Of Validity in CMSis EventSetup

an intrinsic characteristic of the Pixel Calibration -
Event Data Model. It is “attached” ECal Alignment
to all Event Setup objects, including ™™™

- - : A B}~
the calibration DB obijects. T TRTTITITITITITTE
Online fime

“Intrinsic IOVs"” (Metadata)

| CONST 1 ;1 | missed | CEEET 3 vl | N
AN

data taking time

>
Offline
offline IOV for TAG_1
CONST 1 vl CONST_3 vl TAG_1
CONST_1 vi CONST_2 v2 CONST 3 vl | 1pc 2
offline IOV for TAG_2
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CMS,
i DataBase deployment -

Frontier:
intermediate caching (read-only) layer based on http-proxy

technology Offline
@ :> Tier0
> Offline / @ e

FroNTier Wide
Launch- Area
- pad > Network
G HLT HLT
FroNTier Filter
Server(s) Farm

see DD4 “CMS Conditions Data Access using FroNTier”, L. Lueking
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I
CMS,

4 DataBase deployment

Frontier technology will be used also to distribute

constants online

 HLT

Startup time for
Cal/Ali < 10 seconds

— Simultaiieou

— Uses hierarchy of
squid caches

 Tier0Q

— Startup time for

Cal/Ali < 1% of total
job time.

— Usually staggered
— DNS Round Robin

should scale to 8

Parameter |HLT Tier0

# Nodes 1000 1000

# Processes ~8Kk ~3K

Startup <10 sec all <100 sec per
clients client

Client Access Simultaneous | Staggered

Cache Load <1 Min. <1 Min

Tot Obj Size 150 MB* 150 MB*

New Objects 100% / run* 100% / run*

# Squids 1 per node Scalable (2-8)

squids
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CMS - °
4 Producers of “calibration” -

Four different “calibration data” typologies have been
individuated:

1)Online defined:
calibrations executed in the pit and directly used in Level I/HLT:
pedestals, gains, etc.

2)Non-event runs:
special runs with calibration sources (lasers, injected pulses, etc.) or
physics runs with special conditions (without zero suppression,etc.)

3)“Pre-HLT” defined:
calibrations needing reduced information from large datasets not saved
in physics streams: minimum bias, 110, Level | primitives.

4)Physics-event runs:
calibration streams taken during normal runs (single electron, Z=?uy,

Z=dee,etc.)
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individuated:

% Producers of “calibration” _

Four different “calibration data” topologies have been

fI)OnIine defined:

Little CPU usage and immediate availability.
=>Run at the pit.

~\

2)Non-event runs:

3)“Pre-HLT” defined:

4)Physics-event runs:

\.
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individuated:

~ i Producers of “calibration” _

Four different “calibration data” topologies have been

(- . . N
)Online defined: ) ittje CPU usage and immediate availability.
=>Run at the pit.
2)Non-event runs:
Moderate to high CPU usage.
3)“Pre-HLT” defined: Need to:
ereduce amount of data
euse TierQ/offline resources
4)Physics-event runs:
. V.
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4 Producers of calibration (inputs) -

Special “Event Data’ from calib. Runs for CAF

v

eReduce amount of data

Store only the event information e
. . stream Min-Dst for CAF
needed to perform the calibration o\ | prom
reconstruction
while keeping the compatibility A
with the event data format. @
Size of event greatly reduced
Acces S r.ate greatly i m P I’OVECI ECAL physics events calibration
Method Input Size/ev (kB) | Rate (kB/s) | Running Freq. | Update Freq.
% fa'St tu rn-aroun d Phi Symmetry | Pre-HLT 0.2 200 Continous Every day at start-up
Low-M res. Pre-HLT 0.2 100 Continous Every day at start-up
Single electron | AlCa-RECO | 3.0 7.5 Days/Week Week /Month
Z — ee AlCa-RECO | 6.0 0.6 Days/Week Week/Month
7 — pury AlCa-RECO | 5.0 0.2 Days/Week Week/Month

eUse TierO/offline resources

A dedicated cluster for fast analysis/calibration: CAF
Express streams (including calibration streams) readily available.
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Calibration stream(s) data-flo

‘Repack’ Farm

A possible scenario:

RAW v1i RAW v2
225 MB/s 225 MB/s
RAW v1i
DAQ Disk Buffer | TO Disk Buffer 1 | TO Disk Buffer 2 |

|0-20% bandwidth for

Data reduction: calibration data

Calibration Farm |

CAF
== Vi,

Central Analysis Facility

Analysis Farm |

‘permanent’
Disk Storage

J
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=4 Commissioning of the calibration -

Several “staged” tests of the workflow have been
(and are being) exercised:

* CSA2006: Computing, Software and Analysis challenge 2006
A 25% scale prototype of CMS data processing

* MTCC: Magnet Test and Cosmic Challenge
Magnet switched on and several millions cosmics taken in global runs

e ECAL and HCAL test-beams: test of calibration algorithms
* TIF: Tracker Integration Facility (full tracker DAQ on cosmics)

*Large MC samples for algorithm improvement

* CSAOQ7: large (>50%) scale prototype
Few selected results in the following =
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Commissioning of the calibration

CSA2006: several components in place

e Mis-calibrated samples (reproducing ® DB usage and deployment “limited”

expected accuracy) e Algorithm performances
* AlCaReco production for selected e Re-Reconstruction after calib/align
streams
| Reconstructed Z Mass |
_9450_
c —
. 4 3\ Q — H .
[Perfec':}l\)é(c:aclgbrated] Calibration jobs E:zzg T.rla..lc.)ll(j;aAlllgnment.
+ (M_is_c.a_li.brax_ign ) = Misaligned
/ 300~ |— Realigned
Perfectly calibrated @)erivation of constantg -
AlCaReco ) 250
__________________________ Half-way exercises 200
- 150(—
o) S .
back in DB recalibrated §
Full-chain exercises ~ °°F _ | .
%o 70 80 80 100 110 720

Mass / GeV
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ECAL test-beam 2006: > |

Commissioning of the calibrati_

5000 ECAL crystals calibrated

* Electrons of 120 GeV used to calibrated 25% of the entire ECAL (calibration at the

startup).

* Maximum performance (0.6% resolution) reached.
* Same algorithms (code) as for “in-situ” calibration have been used.

___ResolEtaPhi
ntrigs

Number of Events

20
18
16 E
14 0.00¢
‘:°_ 6 :ﬁ = 0.00
: —— Householder 8 0.00f
g 5 8
g.’, o3 n-= 0.00
£ 4 2 0.00.
o ) . Tl
Iterative algorithm .
3 | Resolution | Crystals | Entries 1296
convergence @ - Mean 0.006605
- £ 100F RMS 0.001148
__________________ AT — Underflow 2
______________________ 30— Overflow 3
11— [
60— .
| | | | | | | | | =
% 400 200 300 400 500 600 700 800 900 10 a0 - En e rgy reSOI utl (@) N

% 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02
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CSA2007: large scale prototype

e More than |00M events will be
generated

e All calibration constants read from DB
and applied in reconstruction as for real
data-taking

e Simulation of start-up mis-calibration/
alignment

* Work-flow and data-flow (AlCaReco
and CAF) as for real data taking.
O(day) for first round-up and re-
reconstruction.

Commissioning of the calibration

ECAL

o Calibration from single electrons (W->ev, full workflow)

« Calibration from electrons in Z->ee

« Calibration from phi-symmetry (dataflow/workflow)

« Calibration from PiOs (study and initial dataflow/workflow)

HCAL

« Calibration/monitoring from Phi Symmetry

« Calibration from isolated tracks (energy scale and energy dependence)

« Calibration from dijet events (calibration regions outside tracker coverage)

« Calibration from gamma+jet events (second order corrections)

« Calibration from muons for HO (CSAO7 includes filter, analyzer outside CSAQ07)
» Calibration from Z->ee (development outside CSA07)

Tracker

+ Alignment using muons from Z->mumu (full workflow)
« Alignment using charged pions (study)
« Laser alignment simulated data (study)

Muon

e Alignment using muons from Z->mumu (common AlCaReco for DT and CSC)
+ RPC calibration stream for monitoring detector performance
o DT drift velocity calibration exercise (contacts: Sara Bolognesi, Silvia Maselli)

The challenge is starting in a few days, results
expected soon.
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* A complete work- and data-flow of calibration

procedures has been designed in CMS having in mind:
* flexible access (driven by usage/physics needs)

* robust deployment to remote sites

* full traceability and integration in the Event Data Model

* Several staged test of the workflow have been
successfully performed

e System is getting ready (from prototype to
production)

Thanks for contributions: O. Buchmidiller, L. Lueking,V. Innocente, F. P. Schilling, S. Beauceron
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BACKUP
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DB Data-Flow

DAQ H FW Appl.

LT
SubDet DQM calibr/alignm. F\WLite
/ monitoring
@ L Frontier
PVSS 7y

ORCON
POOL/ORA ORCOF

OMDS :
POOL/ORA
020 ORACL
Scripting streaming
reverse
streaming
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CMS
DB predicted storage
OMDS
CondDB |Config |ORCON |ORCOFF

PIXEL < 80 <20 - <50
STRIP 1.800 43 10 10
ECAL 460 I 31 31
HCAL 23 0.2 0.5 0.5
CSC 60 0.1 60 60
DT 300 | 15 15
RPC 30+7? 1+? - -
Lumi 200 ? - _
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Commissioning of the calibration wo

Full tracker alignment using millepede iterative algorithm

Cosmics and single muons of 2 mio. Z° events used.

PB,TIB,TOB PE, TID,TEC

@ 7200 o
3 2000 Barrel Modules g Endcap Modules
E 1800 E
G 1600 — millepede 0.5 b 5 1o Mean -6.1 — millepede 0.5 fb™

400 i - .
é o — long term ‘é soof RMS 23 — long term
€ 1000 o 3 600

800" first data - — first data

600 4001

400 -

200; 200:

L 0 Pl IR R e

0 1) ! | S : - A B " y h |
true - estimated r¢ module position [um] true - estimated ro module position [um]

Barrel Modules RMS =9 um Endcap Modules RMS =22 um

Pixel barrel alignment significantly The mean is better than the longterm
better than in the long term scenario.  scenario! The RMS is similar.

Milestone reached!

Markus Stoye, Hamburg
Luca Malgeri: Calibration work-flow and data-flow in CMS
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Commissioning of the calibration work

ECAL calibration in test-beam

[ sM16_HH_S25_vs_SM16_L3_S25 | w [ 5x5_SM16_div_S1Coeff
ntries
1.5 = M °
g S e 2 F
z 14— e o 100
= . y < —
T E T 0 3 n 00
© 13— N 0 160 @ -
= E e [i [ = -
s = e b= 80—
n 12— T et . 1T] -
E i -
11— 60—
1= C
= 40—
09— -
08— 20—
E 1 ! ! N ! L. L. el C !
057 0.8 0.9 1 1.1 1.2 1.3 14 15 8_9 0.95
SM16_L3_S25
[ smM16_L3 S25 div_SM16_HH_S25 | = SM16_L3 S25 div_SM16_HH 25 | 5x5 SM16_div_S1Coeff vs eta |
ntries
240 Mean = -
220 RMS [T -
Underflow o 1.008 —
200 Ozverflow (8] 1.006 —
%2/ ndf = 1. —
180 Prob 2 - .
160 Constant 2(0 —
140 M.ean “2 1.004 :_' .
Sigma 0.0004814:0. = [ e o
120 wl 1.002 — .
2 E C
80 0 - . o o
60 ----all xtals 0.998 —
40 internal xtals - °
20 0.996 —
L TN, PO e L — L [
o 1.004 1.006 1.008 1.01 0 10 20
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%2 I ndf 17.66/16
Prob 0.3442
Constant 107.9 + 4.3
Mean 0.9996 = 0.0001
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.
.
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ECAL calibration in CSA2006

| 250k_events_dist | 250k_events_dist | 500k_events_dist | 500k_events_dist
Entries 3485 Entries 3485
100[— Mean 1.048 - Mean 1.049
I RMS 0.04016 120— RMS 0.03207
Ii 32 { ndf 97.02172 - x*  ndf N2t/ 47
80— Prob 0.02638 100 . Prob 4.964e-08
- Constant 85.18 = 2.01 - Canstant il
- G T C Mean 1.045 + 0.000
60 i Sigma  0.02897 + 0.00052 80 i Higme ¢ 02202 0.00044
L 60—
40— -
- 40—
20— L
= 20—
_I dod | loh choal rrhjllrll_"-lhdn ‘-I 1 | ) N - | 1 th—| _I | - | L1l A 1 |'|| ||'|ﬂ|-|-|'|-u||n'"|_:l|'| 1 | ) N - | 1l 1l | | I | 1 b Tt (1]
B.B 0.85 0.9 0.95 1 1.05 11 1.15 1.2 B.B 0.85 0.9 0.95 1 1.05 11 1.15 1.2
[ 1M_events_dist | 1M_events_dist | 4M_events_dist | 4M_events_dist
Entries 3485 Entries 3485
160 i Mean 1.049 E Mean 1.049
- RMS 0.02574 220— RMS 0.02036
E. ¥ I ndf 105.9/ 59 E 42 I ndf 51.26 /17
140 ~ Constant 1413+ 3.6 200 E Prob 2 683e-05
120 . Mean 1.043 + 0.000 180 (= Constant 2085+ 5.5
- Sigma 0.01648 + 0.00036 160 — Mean 1.041+ 0.000
e ) Sigma  0.01006+ 0.00023
80— 120
= 100
oL 80
40— 60—
C 40—
20— -
- 20—
b L L L L | L L Lol | L L el l—l— 1 L1 1 | L1 1 1 | 1 IJ-I."l. IJ—L 1 | S E L 1 L 1 | 1 Ll 1 | - - | e hohy e | 1 i | L 1 L 1 ‘ 1 lon .t | Lol -
B.B 0.85 0.9 0.95 1 1.05 11 1.15 1.2 8.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2
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