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Outline

•What is intended by “calibration”

•Storage of calibrations (a.k.a. DataBase)

•Producers/consumers of calibrations 
(online/offline)

•Commissioning of the calibration workflow

•Few results
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Calibration: a definition

Whatever is needed to go from electronic readout to 
physics quantities:

Energy in calorimeters:

Alignment in tracker:

By extension it includes:

Low-level: pedestals, noise, gains,.....
High-level: jet energy scale, electron energy, tau jets, ......

see OC2 “Alignment strategy for the CMS tracker”, M. Weber
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(CMS) Calibration workflow design

Requirements:

•Full traceability ➔ need to know when constants 
are produced and when have to be used

•Handle large data sets (several millions channels)

•Cope with potentially fast turnaround of constants

•Ability to work in online as well as in offline world 
(including remote Tier1/Tier2 sites)

•Ease of use is a envisageable
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Storage of constants: DataBases

CAAL @ T0 - Rtag 11/01/06 O.Buchmueller CERN/PH

Online-to-Offline data transfer
IP5 “real offline”(T0) 

CMS experimental 
area

Tier0 - Meyrin site

OMDS:
Full Oracle DB
Serves Lv1 
trigger

ORCON:
Oracle Back-end
Pool-ORA
Serves HLT 
trigger

ORCOFF:
Oracle Back-end
Pool-ORA
Serves offline 
reco



Luca Malgeri: Calibration work-flow and data-flow in CMS 6

DataBase technology

• Oracle (full support from CERN IT) is used as back-end for all DB layers.

• Pure “online” tasks have direct access to OMDS to continuously store 
calibration and monitoring constants: pedestals, noise, temperatures, firmwares, 
etc.

• ORCON is, topologically, a subset of ORCOFF needed for HLT functioning 
ensuring CMS autonomy from network disruption.

• ORCON and ORCOFF are accessed through POOL-ORA:
POOL-ORA is a LCG-AA product which provides a mapping from the relational 
DB to a C++ object.

• The constants tracking, and interval of validity, is integrated in the Event Data 
Model (CMS software).

• Constants are transferred from OMDS to ORCON and from ORCON to 
ORCOFF through C++ applications or direct DB-link.

• DB deployment to external sites provided through Frontier technology
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Interval of  Validity: concept

The Interval Of  Validity in CMS is 
an intrinsic characteristic of the 
Event Data Model. It is “attached” 
to all Event Setup objects, including 
the calibration DB objects.  

CAAL @ T0 - Rtag 11/01/06 O.Buchmueller CERN/PH

Offline Interval Of Validity (IOV)
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“Offline IOV is defined at the offline level”

36 Chapter 2. Software Components

are to be used in a job and the exact configuration of those services is handled through the
standard configuration mechanism, i.e., via a ParameterSet.

Because ServiceRegistry services are meant to be application extensions that have no effect
on physics results, a service can be accessed globally (e.g., the error logging service can be
called from any piece of code). All services are accessed using a consistent interface to make
the system easier to learn and maintain. If an algorithm asks for a service which is not
available, the error is handled using the same method used when data is not available in the
Event.

Services are informed about the present state of the Framework, e.g., the start of a new Event
or the completion of a certain module. Such information is useful for producing meaningful
error messages from the error logger or for debugging.

2.2.3.2 EventSetup system

To be able to fully process an Event, for example in an analysis, requires additional informa-
tion outside of the Event itself (e.g., magnetic field measurements). These non-Event data
are data whose “interval of validity” (IOV) is longer than 1 Event. We have 2 types of IOVs
which are distinguished by whether or not the DAQ system initiated the interval of validity
transition. IOVs initiated by DAQ (such as the Event or a Run transition) are to be handled
by the Event system. All other IOVs are handled by the EventSetup system. The EventSetup
system provides a unified access model for all services that deliver non-Event data.

The EventSetup provides a uniform access mechanism to all data/services constrained by
an IOV. This will include all calibrations, alignments, geometry descriptions, magnetic field
and run conditions recorded during data acquisition. Figure 2.2 shows the main concepts for
the EventSetup, which are:

1. Record: holds data and services which have identical IOVs.

2. EventSetup: holds all Records that have an IOV which overlap with the “time” of the
Event being studied.

AECal Calibration

Pixel Calibration A

B

Run A B

Event

AECal Alignment

APixel Alignment B

B

A

A

A

EventSetup

time

Figure 2.2: The EventSetup is formed from the Records that have an IOV that overlaps with
the moment in time that is being studied.
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DataBase deployment
Frontier: 
intermediate caching (read-only) layer based on http-proxy 
technology

see DD4 “CMS Conditions Data Access using FroNTier”, L. Lueking
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DataBase deployment
Frontier technology will be used also to distribute 
constants online
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Producers of “calibration”
Four different “calibration data” typologies have been 
individuated:

1)Online defined: 
calibrations executed in the pit and directly used in Level1/HLT: 
pedestals, gains, etc.

2)Non-event runs: 
special runs with calibration sources (lasers, injected pulses, etc.) or 
physics runs with special conditions (without zero suppression,etc.)

3)“Pre-HLT” defined: 
calibrations needing reduced information  from large datasets not saved 
in physics streams: minimum bias, π0, Level 1 primitives. 

4)Physics-event runs:  
calibration streams taken during normal runs (single electron, Z➔µµ, 
Z➔ee,etc.)



Luca Malgeri: Calibration work-flow and data-flow in CMS 1112

Producers of “calibration”
Four different “calibration data” topologies have been 
individuated:

1)Online defined: 
calibrations executed in the pit and directly used in Level1/HLT: 
pedestals, gains, etc.

2)Non-event runs: 
special runs with calibration sources (lasers, injected pulses, etc.) or 
physics runs with special conditions (without zero suppression,etc.)

3)“Pre-HLT” defined: 
calibrations needing reduced information  from large datasets not saved 
in physics streams: minimum bias, π0, Level 1 primitives. 

4)Physics-event runs:  
calibration streams taken during normal runs (single electron, Z➔µµ, 
Z➔ee,etc.)

Little CPU usage and immediate availability.
➔Run at the pit.
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1)Online defined: 
calibrations executed in the pit and directly used in Level1/HLT: 
pedestals, gains, etc.

2)Non-event runs: 
special runs with calibration sources (lasers, injected pulses, etc.) or 
physics runs with special conditions (without zero suppression,etc.)

3)“Pre-HLT” defined: 
calibrations needing reduced information  from large datasets not saved 
in physics streams: minimum bias, π0, Level 1 primitives. 

4)Physics-event runs:  
calibration streams taken during normal runs (single electron, Z➔µµ, 
Z➔ee,etc.)

12

Moderate to high CPU usage.

Need to:
•reduce amount of data
•use Tier0/offline resources

1312

Producers of “calibration”
Four different “calibration data” topologies have been 
individuated:

Little CPU usage and immediate availability.
➔Run at the pit.
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process. This procedure could further reduce the latency period for the supply of the AlCa-
RECO samples to the CAF. If required, this prompt reconstruction step of the physics data
can also output RECO and AOD data formats for further consumption at the T0. This, how-
ever, requires a full reconstruction of the event.

Figure 4.2: . Schematic data flow of Special Event Data and Physics Event Data to the CAF.
While the Special Event Data stemming from dedicated calibration and alignment tasks at
IP5 are directly directed to the CAF for further analysis, the Physics Event Data need to pass
first the prompt reconstruction step and only the AlCa-RECO format is then directed to the
CAF.

4.1.5 Monitoring Data
Monitoring information can be transferred to the CAF for further analysis as Special Event
Data files. Thus, monitoring data do not impose new requirements on the general data flow.
However, depending on the data volume supposed to be transferred, the amount of moni-
toring data can impose additional constraints on the overall data volume transferred in the
calibration express stream. So far, no comprehensive compilation of monitoring informa-
tion expected to be studied at the CAF (or anywhere else in the world e.g. at the Remote
Operation Center (ROC) at FNAL) has been carried out.

4.2 Alignment
The following section gives an overview on the important aspects for the different align-
ment relevant categories. First estimates of execution and update frequency for the major
alignment tasks as well as for the required data volume are also presented.

4.2.1 Using Physics Event Data
During nominal collider operation, the data sets ideally suitable for track based alignment
are W → µν and Z → µµ. Already at the low luminosity running (2× 1033cm−2s−1) approx-
imately 20k Z → µµ and 100k W → µν of these event topologies are selected per day after
HLT ([5]). It has been estimated that roughly 1 Mio of these tracks have the statistical power
to carry out a full track based alignment for the entire tracker. Therefore, assuming the low

33

•Reduce amount of data

•Use Tier0/offline resources

Producers of calibration (inputs)

Store only the event information 
needed to perform the calibration 
while keeping the compatibility 
with the event data format.
Size of event greatly reduced
Access rate greatly improved 
➔ fast turn-around

A dedicated cluster for fast analysis/calibration: CAF
Express streams (including calibration streams) readily available.

4.3.4 Using Physics Event Data
Events with high energy electrons and photons will be used to reach the ultimate calibration
precision of the ECAL calorimeter. The golden channels studied so far are W → eν [7],
Z→ ee [8] and Z→ µµγ [9, page 186]. After selection, the expected event rate is of the order
of 2.5 ev/s for W → eν, 0.1 ev/s for Z → ee and 0.2 ev/s for Z → µµγ. While full-event
analysis would be possible, a solution based on a promptly skimmed data format (AlCa-
RECO) is envisaged. The AlCa-RECO approach is needed to simplify and speed-up the
(re-)processing of the calibration data on which we have to iterate several times. The exact
content of the AlCa-RECO objects is not defined yet but it must allow track refitting so to be
independent of the complete reprocessing whenever an improved alignment is available.

A preliminary estimate for the AlCa-RECO datarate is shown in Table 4.4. The expected
latency for each new calibration set (update of the database) is of the order of weeks/months
even though a continuous check is foreseen.

ECAL physics events calibration

Method Input Size/ev (kB) Rate (kB/s) Running Freq. Update Freq.

Phi Symmetry Pre-HLT 0.2 200 Continous Every day at start-up

Low-M res. Pre-HLT 0.2 100 Continous Every day at start-up

Single electron AlCa-RECO 3.0 7.5 Days/Week Week/Month

Z→ ee AlCa-RECO 6.0 0.6 Days/Week Week/Month

Z→ µµγ AlCa-RECO 5.0 0.2 Days/Week Week/Month

Table 4.4: List of physics event calibration methods for the ECAL. The data rate and size are
just speculations given that no data format for calibration has been defined yet. These values
include hit information from the tracker (refitting possible from AlCa-RECO).

4.4 Summary
In order to define the work and data flow at the Tier-0 (T0), it is important to understand
the general scope of the prompt calibration and alignment (CA/AL) tasks supposed to be
performed at the T0. The following text summarizes the major issues raised during the T0
RTAG meetings.

Prompt CA/AL tasks are defined as all time-critical and frequent CA/AL activities that re-
quire a controlled environment for their execution and therefore are part of the T0 work and
data flow. In addition, it is demanded that a full analysis cycle (i.e. from data processing to
the delivery of the condition data) of a CA/AL task at T0 should not exceed a couple of days.
With a turnaround time of approximately 7 days the full tracker alignment has been iden-
tified as the CA/AL task with the longest analysis cycle at T0. All other necessary CA/AL
activities (e.g. physic data based calorimeter calibrations) not fulfilling these requirements
will be executed at the Central Analysis Facility (CAF). While the CAF is not subject of this
T0 RTAG, it seems clear that for the speedy completion of those CA/AL tasks also a con-
trolled computing environment will be required at the CAF. Details of the necessary work

38
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Commissioning of the calibration workflow

Several “staged” tests of the workflow have been 
(and are being) exercised: 

•CSA2006: Computing, Software and Analysis challenge 2006 
A 25% scale prototype of CMS data processing 

•MTCC: Magnet Test and Cosmic Challenge
Magnet switched on and several millions cosmics taken in global runs

•ECAL and HCAL test-beams: test of calibration algorithms

•TIF: Tracker Integration Facility (full tracker DAQ on cosmics)

•Large MC samples for algorithm improvement

•CSA07: large (>50%) scale prototype 
Few selected results in the following ➔
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• Mis-calibrated samples (reproducing 
expected accuracy)

• AlCaReco production for selected 
streams

Commissioning of the calibration workflow

CSA2006: several components in place
• DB usage and deployment “limited”

• Algorithm performances

• Re-Reconstruction after calib/align
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Commissioning of the calibration workflow

ECAL test-beam 2006: >15000 ECAL crystals calibrated
• Electrons of 120 GeV used to calibrated 25% of the entire ECAL (calibration at the 

startup).
• Maximum performance (0.6% resolution) reached. 

• Same algorithms (code) as for “in-situ” calibration have been used.

Iterative algorithm
convergence

Energy resolution
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Commissioning of the calibration workflow

CSA2007: large scale prototype
• More than 100M events will be 

generated

• All calibration constants read from DB 
and applied in reconstruction as for real 
data-taking

• Simulation of start-up mis-calibration/
alignment

• Work-flow and data-flow (AlCaReco 
and CAF) as for real data taking.
O(day) for first round-up and re-
reconstruction.

The challenge is starting in a few days, results 
expected soon. 
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Conclusions

Thanks for contributions: O. Buchmüller, L. Lueking, V. Innocente, F. P. Schilling, S. Beauceron

• A complete work- and data-flow of calibration 
procedures has been designed in CMS having in mind:
• flexible access (driven by usage/physics needs)
• robust deployment to remote sites
• full traceability and integration in the Event Data Model

• Several staged test of the workflow have been 
successfully performed

• System is getting ready (from prototype to 
production)
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BACKUP
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DB Data-FlowOverall DB Dataflow

DAQ

SubDet
FW Appl.
calibr/alignm.

HLT
DQM FWLite

monitoring

XDAQXDAQ

PVSS

…

Frontier SQLITE

… Frontier

…

OMDS
ORCON

POOL/ORA ORCOF
POOL/ORAPOOL/ORA

o2o

scripting

ORACLE

streaming

reverse

streaming

25.5.07



Luca Malgeri: Calibration work-flow and data-flow in CMS 22

DB predicted storage
Summary Table (GB)

CondDB Config ORCON ORCOFF

PIXEL < 80 < 20 - < 50

STRIP 1.800 43 10 10

ECAL 460 1 31 31

HCAL 23 0 2 0 5 0 5HCAL 23 0.2 0.5 0.5

CSC 60 0.1 60 60

DT 300 1 15 15

RPC 30+? 1+? - -RPC 30 ? 1 ?

Lumi 200 ? - -

CMS week - 6 July 2007
3

P. Paolucci and D. Schlatter

OMDS
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Commissioning of the calibration workflow

Full tracker alignment  using millepede iterative algorithm
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Commissioning of the calibration workflow

ECAL calibration in test-beam



Luca Malgeri: Calibration work-flow and data-flow in CMS 25Figure 49: Distributions of the calibration constants for different statistics. 1) 250k events; 2) 500k events; 3) 1M
events; 4) 4M events. The overall shift of about 4% is expected from cluster containment.

Figure 50: Calibration coefficients map.

electrons per crystals, the distributions of the calibration constants derived for different statistics are shown in
Fig. 49.

Fig. 50 shows the map of the calibration coefficients for the two supermodules. It is visible the effects of module
and supermodule boundaries where the calibration constants are increased to account for the energy lost.

The effect due to the staggering of the crystals along the eta direction (as well as the effect due to module bound-
aries) is visible from Fig. 51 where each point is computed averaging the calibration coefficients over the phi
direction.

The last step of the CSA06 exercise aims to compare re-reconstructed data to reconstructed data. The re-reconstruction
is computed accessing the calibration constants obtained from the perfectly calibrated data sample via Frontier. An
event-by-event comparison between re-reconstructed and reconstructed data is shown in Fig. 52. On the x-axis it is
shown the relative difference of the rechit energy between re-reconstruction and reconstruction. This distribution
is in fact equivalent to the distribution of the calibration constants obtained from perfectly calibrated data.
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