International Conference on Computing

Event Filter Monitoring with the -==*:=""
ATLAS Tile Calorimeter

Nils Gollub (CERN) for the Tile Calorimeter Community

ATLAS is one of the four experiments currently being assembled at data-flow in order to detect potential problems as soon as possible al- the offline reconstruction. The EF Monitoring is successfully deployed
CERN'’s Large Hadron Collider (LHC) that will provide proton-proton col- ready at the trigger level. during the Tile Calorimeter commissioning with cosmic rays and has
lisions at an unprecedented center-of-mass energy of 14 TeV. The com- been integrated with other subdetector systems.

plete ATLAS detector comprises roughly 140 million electronics channels
registering collisions at the LHC’s bunch crossing frequency of 40 MHz.
A three stage trigger system will reduce the number of processed events
from 10° events/sec at the first level to 200 events/sec finally written to
tape storage. In order to ensure that only good quality data is stored,
various monitoring systems are deployed at different levels of the online

The Event Filter (EF) is the highest trigger level and has access to the
complete event information and conditions databases. The EF Monitor- ATLAS’ Tile Calorimeter detector (TileCal) contributes about 10000
ing installed at this level is the only online monitoring system capable of readout channels and is presently in an intense phase of commissioning
performing detector and data quality control on complete and calibrated with cosmic ray data. With its good signal over noise ratio and fast re-
physics events. Both individual subdetector as well as global reconstruc- sponse time it plays a central role for detecting the passage of cosmic
tion quantities can be monitored, using the same code base as applied in rays through the ATLAS detector in commissioning runs.
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