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Processing Tasks (PT): Currently PTs 
run on dedicated monitoring machines. 
Each PT spies on the data passed 
through a specific input node to the High 
Level Trigger (HLT) farm and produces 
monitoring histograms using Athena 
(offline framework) code. ➔ Monitoring 
of events before EF level, having access 
to the complete event information.
Global view: Only EF level code has 
access to the complete event informa-
tion, including calibration data stored in 
the conditions database: 
* Monitoring of  combined and 
calibrated calorimeter quanti-
ties (like clusters) possible.
* Monitoring of PMT and elec-
tronics , cross check of Digital 
Signal Processor reconstruc-
tion performance.
Event Display: Events re-
constructed by a PT are ex-
ported using an XML protocol 
and picked up by event dis-
play clients.
Gatherer & Presenter: A 
gatherer combines histograms 

from different PTs before presenting 
them on the Online Histogram Presenter 
(OHP).
Alarms: Data 
Quality Moni-
tors compare 
selected moni-
tored quanti-
ties to refer-
e n c e s a n d 
raise alarms if 
tolerance limit 
is reached.

<

The ATLAS Tile Calorimeter is based on a sam-
pling technique: Plastic scintillating plates (tiles) 
are embedded in iron absorber plates and read out 
by wavelength shifting fibers. Groups of tiles are 
bundled together into cells, each of which is read 
out by two photo-multiplier tubes (PMTs).
• Dimensions: Hollow cylinder with Ri=2.28m and 

Ro=4.23m. The length of the central Long Barrel 
(LB) is 5.64m, the length of the Extended Barrels 
(EB) is 2.91m each.

• Partitions: The Long Barrel is divided into two 
partitions, LBA & LBC. The two Extended Barrels 
are labeled as EBA and EBC respectively

• Modules: Each partition is assembled out of 64 
wedge-shaped modules, staggered in ϕ.

• Granularity: Δη × Δϕ cell segmentation of 
0.1 × 0.1, three layers of cells in radial direction.

• Readout Channels: ≈10000
• Weight: 2300 tons
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The ATLAS Tile Calorimeter

Event Filter Monitoring with the 
ATLAS Tile Calorimeter

Nils Gollub (CERN) for the Tile Calorimeter Community
ATLAS is one of the four experiments currently being assembled at 
CERN’s Large Hadron Collider (LHC) that will provide proton-proton col-
lisions at an unprecedented center-of-mass energy of 14 TeV. The com-
plete ATLAS detector comprises roughly 140 million electronics channels 
registering collisions at the LHC’s bunch crossing frequency of 40 MHz. 
A three stage trigger system will reduce the number of processed events 
from 105 events/sec at the first level to 200 events/sec finally written to 
tape storage. In order to ensure that only good quality data is stored, 
various monitoring systems are deployed at different levels of the online 

data-flow in order to detect potential problems as soon as possible al-
ready at the trigger level. 
The Event Filter (EF) is the highest trigger level and has access to the 
complete event information and conditions databases. The EF Monitor-
ing installed at this level is the only online monitoring system capable of 
performing detector and data quality control on complete and calibrated 
physics events. Both individual subdetector as well as global reconstruc-
tion quantities can be monitored, using the same code base as applied in 

the offline reconstruction. The EF Monitoring is successfully deployed 
during the Tile Calorimeter commissioning with cosmic rays and has 
been integrated with other subdetector systems.
ATLAS’ Tile Calorimeter detector (TileCal) contributes about 10000 
readout channels and is presently in an intense phase of commissioning 
with cosmic ray data. With its good signal over noise ratio and fast re-
sponse time it plays a central role for detecting the passage of cosmic 
rays through the ATLAS detector in commissioning runs.

   
 

 

 

Introduction 

CHEP 2007 is weeks away. The conference dates are Sunday, September 2 – Friday, September 
7.  We remind you that there will also be a WLCG meeting on Saturday, September 1 and 
Sunday, September 2. 
 
The conference fees are $650 CDN.  This price includes full conference participation, 
proceedings, welcome drink on Sunday September 2nd, three lunches, conference banquet on 
Wednesday September 5th and all coffee breaks.  The fee for the WLCG meeting is $90 and 
includes coffee breaks and two lunches. 
 
If you intend to stay at one of the two conference hotels, we highly recommend that you book as 
soon as possible as there are only a limited number of rooms. 
 
As the conference is being held over the last long weekend in the summer, we highly recommend 
you make your travel arrangements as soon as possible.   The number of flights between Victoria 
and Vancouver/Seattle are limited.  There may be a large demand to leave in the early afternoon 
of Friday September 7. 
 

Conference schedule 

The conference schedule will be available on our web site after July 15. 
http://indico.cern.ch/conferenceTimeTable.py?confId=3580 
 
The plenary sessions will be in the mornings and the parallel sessions in the afternoons.  There 
will be two poster sessions each lasting 2 days (Mon-Tue and Wed-Thu).  We hope to make it 
possible for the posters to be mounted on the Sunday evening.  Two dedicated poster sessions are 
scheduled for Tue and Wed during the morning coffee breaks.  The authors are asked to attend 
the assigned poster session.  Note that the guidelines for the poster size can be found on the 
CHEP 2007 web site. 
 
The proceedings will be published in the Institute of Physics (IOP) Conference Series.  The 
proceedings will only be available electronically and no paper version will be printed.  All 
contributions (plenary, parallel and poster) are expected to contribute to the proceedings.  The 
papers are due by the end of the conference.   A latex template is available on the CHEP 2007 
web site.  More detailed information on the submission procedure will be posted in August. 
 
 
Registration Times 
Registration will be open for s short period on Friday August 31 (17:00-19:00) and on Saturday, 
September 1 prior to the WLCG meeting.   Registration will be open on Sunday, September 2, 
from 17:00 until 21:00 and then any time during the conference.  
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Infrastructure

Monitoring Cosmic Muons with TileCal
Setup & Trigger

• The three partitions EBA, LBA and LBC 
are read out.

• Twelve modules at the top and 
twelve at the bottom of each of the 
three partitions are used to trigger on 
cosmic muons.
•Each long (extended) barrel module 
provides eight (five) trigger towers, 

constructed out of three consecutive 
calorimeter readout cells along the ra-

dial direction.
• Events are accepted if both a top and a 

bottom tower show a significant signal over 
noise in coincidence, signaling the passage of a cos-
mic muon through the detector.

Monitoring Towers: The distribution 
of the energy in the most energetic 
tower in each triggered event, dis-
played in the OHP below, shows a 
clear muon signal over the noise. 
Monitoring this distribution during 
data taking allows for a rough estima-

tion of the efficiency for recording 
cosmic muons and ensures the qual-
ity of the data written to storage tape. 
The other plots show: a) The ϕ distri-
bution of the most energetic tower, 
showing a clear preference for the 
upward direction ϕ=π/2.

b) The correla-
tion in the posi-
tion , measured 
in the η-ϕ 
space, of the 
most energetic 
tower and the 
most energetic 
tower of the 
opposite hemi-
sphere. 
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Noise Detection: Monitoring the TileCal occupancy 
allows for the fast detection of noisy channels, towers 
or modules which could then be masked during data 
taking. The plot below shows a significantly higher 
energy-weighted occupancy in module LBC41, which 
was later traced back to faulty digi-
tizers in this module. 
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Event display: During commissioning runs with cosmic muons, 
the event display is an important instrument to both confirm the 
quality of triggered events and to quickly spot major detector mal-
functions. Event data from all sub-detectors taking part in the data 
taking is reconstructed by a dedicated processing task and com-
bined in the display.
a) The passage of a cosmic muon through the combined LAr and 
Tile Calorimeter is clearly visible. The size of the yellow boxes, 

representing hit cells, is 
proportional to the depos-
ited energy.
b) Projection of an event 
display in the ATLAS con-
trol room during a recent 
data taking period.

b)

a)

a) b)
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To test the offline components for compatibility with the Athena environments provided at 
LVL2 and EF, the additional offline tools AthenaMT and AthenaPT have been provided – Ath-
enaMT includes tests of thread-safety. This is shown in Figure 3-12. 

The EF provides an infrastructure whereby complete events are provided to a processing task 
where selection algorithms see an Athena environment. This same infrastructure can be used 
for data monitoring by simply replacing or augmenting the selection algorithms by those for 
monitoring. This has been further generalized by allowing the data-input to be received not 

Figure 3-12  Online and Offline components.

Figure 3-13  Integration of Athena for online monitoring.
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Reconstructed Muon Tracks: The Event Filter Monitoring has 
the capability of monitoring reconstructed physics objects, typi-
cally constructed by applying pattern recognition algorithms to a 
subset of readout channels. A Tile Calorimeter specific application 
is the reconstruction of the tracks of cosmic muons passing 
through the detector. For each event, a straight line is fitted 
through the highest energy cells, minimizing the energy density 
weighted squared distance between each calorimeter cell and the 
track. Cell timing information determines the particle’s direction 
along its track.
Attributes of the reconstructed muon tracks are monitored in or-
der to confirm the expected muon passage through TileCal: 
a) The intersection point of the 
muon with the x-z-plane at y=0,
b) the angle Θ of the track with 
respect to the z-axis, and 
c) the angle β with respect to 
the vertical y-axis.
The plots show a preferred ver-
tical direction of the recon-
structed tracks passing cen-
trally through the detector as 
expected.
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