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Wh t i DBS?What is DBS?
Define, Discover and Use CMS event data

• Data definition:
– Dataset specs: runs, lumi sections, algorithms, root branches,... 
– Track data parentage

• Data discovery:
– What data exists 
– Dataset organization in terms of files/fileblocks
– Site datablock location information

• Use:
– WEB, CLI and API interfaces
– Distributed analysis tool (CRAB)
– Production data processing (ProdAgent) 

di ib i l ( h )– Data distribution tool (PhEDEx)
– End User Data Discovery
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DBS Use Cases
• Typical workflows in data 

processing
• Tier 0 1 2 refer to processingTier 0,1,2 refer to processing 

tiers (computing model)
• RAW, FEVT, AOD refer to 

data tiers (data model).( )
• Important steps include:

– Adding new data
– Processing existing datag g
– Merging data (a.k.a 

combining, concatenating)
– Skimming data (a.k.a. 

filtering or streaming)filtering or streaming)
• In all cases, the data 

provenance (history, 
parentage) is recorded.
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Terms and Relationships

Primary Dataset Blocks Data 
Location

P d D t t

Files
Primary

Data Processed DatasetData
Details Data 

Tiers

Analysis Dataset Runs( g )

Processing 
details

(Algorithm) Data
Quality

Luminosity
SectionsADS

Definition

Quality

Not all 
relationships 

shown precisely
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Schema Concepts (1)
• Dataset

– Primary Dataset: determined by High Level Trigger (HLT) trigger classification 
MC d ior MC production parameters

– Processed Dataset: a slice of a primary dataset with a consistent processing 
history. Note: May include multiple copies of some events with slight differences 
in processing.p g

– Analysis Dataset: a snapshot of a subset of processed dataset representing a 
coherent sample for physics analysis

• Luminosity Section
– Sub-section of a run during which time the instantaneous Luminosity is 

unchanging.  (220 orbits = 93 Seconds)
– Unit of accounting for integrated luminosity

P d ti d t fil ill t i h l l i it ti– Production data files will contain one or many whole luminosity sections
• Run: Period of data-taking over which conditions are stable
• Data Quality: DQ flags set for Run or specific Lumi Sections of a Run
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Schema Concepts (2)

• Data Tier
– A set of objects grouped together for each event
– Defined by the software release configuration files

• Files 
– Parentage relationships between files is recorded in addition to Dataset 

lilineage
– Files can be marked as “unavailable” if they are lost or corrupted.

• Files Blocks
Fil d i t bl k f bl i l i l t t– Files grouped into blocks of reasonable size or logical content. 

– Tracking many files grouped into blocks has advantages in data transfers
– Physical storage locations is recorded at the block level

Bl k L ti• Block Location
– Location of File Blocks at Site Storage Elements (SE)
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DBS Architecture

Client
(Python, wget,…)

Server Software
(Python, wget,…)

HTTP(s)
(XML)

Java Servlet

(XML)

Under Tomcat

JDBC

• DatabaseDB
Oracle MySQL etc

JDBC
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Scalability
• DBS is designed to support a 

hierarchical deployment model
• This enables the scalability neededThis enables the scalability needed 

to meet the needs of CMS
– A single Global instance is the 

official repository for all CMS data

PersonalPersonalPersonal Personal

SQLiteMySQLSQLiteMySQL

– Workgroup instances are used for 
production processing and analysis 
groups

– Personal instances can be used for

Workgroup
DBS

Workgroup
DBS

MySQLOracle– Personal instances can be used for 
private work. Still in evaluation.

• Instances can have Oracle, MySQL, 
or SQLite DB stores.

CMS 
GlobalQ

• Datasets are migrated from instance 
to instance. Certain rules apply to 
maintain consistency and 
t li

G oba
DBS Oracle
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CERN Deployment

• Each DBS instance has 
DB account and servlet.

Global 
clients

Tier 0
farm “local”

Other
“local”

d DNS (CERN)• Read-only and 
Authenticated Read-
write servlets for each

y ( )dynDNS (CERN)

Read-onlyRead-only Read-onlyRead-only

write servlets for each 
instance.

• Load balancing  and 
f il i d bi

ApacheApacheApacheApache

TomcatTomcatTomcatTomcat

Write 
(authenticated)
Write 
(authenticated)

Write 
(authenticated)
Write 
(authenticated)

failover via round robin 
DNS. 

• Client retries to other 
S 1S 1 S 2S 2

S1 S2 S3 S1 S2 S3
TomcatTomcatTomcatTomcat

server if one server is 
down.

Server 1Server 1 Server 2Server 2

Production
Global Tier0 Other

Production 
Oracle Server



Security Architecture

VOMS / VOMRS

1) Request for a Role

UserAdmin

2) Receives the user Request

UserAdmin

3) Approves the request 4) Receives the notification
6) Generates a 
pro and ses

Grdmap

proxy and uses 
client to connect 
to DBS

Tomcat

Generator
Cronjob

5) Generates the Gridmap file
from a configurable Role

DBS
7) Authenticates and Authorize the user by 
checking the DN of the user in the gridmap

Gridmap
File
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DBS Discovery Page
• Convenient web-based 

interface to DBS
• See Valentin Kuznetsov’s 

presentation. (CHEP #223)
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Operational Experience
• DBS-1 was a prototype in operation from the summer of 

2006 to April 2007. 
• DBS 2 described in this talk has been in operation since• DBS-2, described in this talk, has been in operation since 

April 2007 and used to record all MC production and 
analysis steps. All data was migrated from DBS-1 to DBS-2
D l ( DBS CERN )• Deployment (on DBS CERN servers):
– One Global DBS instance is the authoritative source of data information for 

CMS at large.
Si l l i t d f MC d ti– Six local instances are used for MC production.

– One Tier0 instance and several test instances.
• Highly reliable and stable
• STATS (Global instance): 

– Events : 740 M, Files : 321834, Blocks : 12063
– Primary DS : 1431, Processed DS : 2638 

Sept. 3, 2007 CHEP 2007: CMS DBS 13

y ,



Operational Experience

1.2 M Requests/Day 100 GB/Day

DBSDBS 
Version 
upgrade

April 07 August 07 April 07 August 07
• Total information delivered by server to 

DBS clients per day
• Improvements planned to streamline

• Requests to DBS clients per day
• Activity tied to MC processing 

April 07 August 07 April 07 August 07

Sept. 3, 2007 CHEP 2007: CMS DBS 14

Improvements planned to streamline 
response payloads



API Call Frequencies

1 listBlocks

Top Ten List Requests per API Call

2 listFiles
3 insertFiles
4 insertStorageElement es

ts4 insertStorageElement
5 listFileLumis
6 insertAlgorithm
7 insertProcessedDataset er

 o
f R

eq
u

7 insertProcessedDataset
8 insertPrimaryDataset
9 insertRun
10 insertL miSection

N
um

be

10 insertLumiSection
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Summary

• DBS is used by CMS to record and track the 
history of all event datahistory of all event data. 

• It is designed to accommodate the data processing 
and  event data models of CMS, and integrate with , g
the  workflow tools.

• The current deployment has demonstrated good 
f i li l bili bili dfunctionality, scalability, stability and 
performance. 

• Examination of usage patterns performance• Examination of usage patterns, performance 
metrics and additional use cases are being used to 
plan future enhancements. 

Sept. 3, 2007 CHEP 2007: CMS DBS 16

p



Finish



DBS in CMS

LuminosityTrigger (online)Calibration
Alignment

• DBS has many 
connections to LuminosityTrigger RunsAlignment

Conditions

RequestDiscovery

CMS information 
systems

• DBS tracks event Request
System

Discovery
Service

CRAB DBS

data from its 
initial sources 
through all 

PhEDEx

ProdAgent
CRAB

(CMS Remote 
Analysis Builder)

Ti 0

DBSprocessing steps.
• DBS is used by 

CMS Workflow 
g )

(File transfer 
management)

Tier 0Management 
tools
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Response Size and Time

log log

10 MB 5000 s0 0
• Response sizes range up to a few Mbytes
• Large responses are lists of files.
• Plans to reduce some overheads

• Response times can range up to a few 
minutes and correspond to payload size.

• Typical “insert” is very fast.

10 MB 5000 s0 0
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