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•1 600 dual-cpu servers •6PB capacity•1,600 dual-cpu servers
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Rigorous “burn in” tests prior to moving servers into production catch hardware problems early
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 i    d i i i  lki  f  h  d b   h  f  d l b l  & fquattor is a system administration toolkit for the automated Database centric architecture for increased reliability & performancequattor is a system administration toolkit for the automated Database centric architecture for increased reliability & performance
installation  configuration and management of clusters and farms •core services isolated from user queriesinstallation, configuration and management of clusters and farms. core services isolated from user queries
Key quattor components are •stateless daemons can be replicated for performance andKey quattor components are •stateless daemons can be replicated for performance and•CDB  the fabric wide configuration database  which holds the restarted easily after (hardware) failure•CDB, the fabric wide configuration database, which holds the restarted easily after (hardware) failure

desired state for all nodes Access request schedulingdesired state for all nodes Access request scheduling•SPMA  the Software Package Management Agent  which handles •Distributed monitoring system scalable to 10k+ nodes •allows prioritisation of requests according to user role/privilege•SPMA, the Software Package Management Agent, which handles •Distributed monitoring system scalable to 10k+ nodes •allows prioritisation of requests according to user role/privilegeg g g
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Facilitates early error detection and problem prevention
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•oversee software upgrade across 3 000+ node cluster For more information, see contribution #62:oversee software upgrade across 3,000+ node cluster For more information, see contribution #62:
CASTOR2: Design and Development of a scalable•Integrates monitoring  services and configuration database: e g  on disk CASTOR2: Design and Development of a scalable•Integrates monitoring, services and configuration database: e.g. on disk 

See also the poster for the Service Level architecture for a hierarchical storage system at CERN
htt // h/l f server failure  reconfigure CASTOR cluster in CDB and call vendor for repair

See also the poster for the Service Level 
St t  O i  (#91  thi  i )

architecture for a hierarchical storage system at CERN
(Monda  @16:50  Carson hall B)http://cern.ch/leaf server failure, reconfigure CASTOR cluster in CDB and call vendor for repair. Status Overview (#91; this session) (Monday @16:50, Carson hall B)
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