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ICFA Standing Committee on 
Interregional Connectivity (SCIC)

ICFA Standing Committee on 
Interregional Connectivity (SCIC)g y ( )g y ( )

1996 Visionary Statement of ICFA: Our Major Collaborations 1996 Visionary Statement of ICFA: Our Major Collaborations 
Should Gear Themselves for Remote ParticipationShould Gear Themselves for Remote ParticipationShould Gear Themselves for Remote Participation Should Gear Themselves for Remote Participation 
1997 Network Task Force [Dedicated to David O. Williams]1997 Network Task Force [Dedicated to David O. Williams]
SCIC Created in July 1998 in VancouverMakeSCIC Created in July 1998 in VancouverMakeSCIC Created in July 1998 in VancouverMake SCIC Created in July 1998 in VancouverMake 
recommendations to ICFA concerning the connectivityrecommendations to ICFA concerning the connectivity
between the Americas, Asia and Europe between the Americas, Asia and Europe 
As part of the process of developing theseAs part of the process of developing these
recommendations, the committee shouldrecommendations, the committee should

Monitor traffic on the world’s networks  Monitor traffic on the world’s networks  
Keep track of technology developmentsKeep track of technology developments
P i di ll i f t f f tP i di ll i f t f f tPeriodically review forecasts of future Periodically review forecasts of future 
bandwidth needs, and bandwidth needs, and 
Provide early warning of problemsProvide early warning of problemsProvide early warning of problemsProvide early warning of problems



SCIC in 2006-2007
http://cern.ch/icfa-scic
SCIC in 2006-2007

http://cern.ch/icfa-scicpp
Three 2007 Reports: An Intensive YearThree 2007 Reports: An Intensive Year
Rapid Progress DeepeningRapid Progress Deepening Digital DivideDigital DivideRapid Progress, Deepening Rapid Progress, Deepening Digital DivideDigital Divide

Main Report: “Networking for HENP”Main Report: “Networking for HENP” [H. Newman, et al.][H. Newman, et al.]
Includes Updates on the Digital Divide WorldIncludes Updates on the Digital Divide WorldIncludes Updates on the Digital Divide, WorldIncludes Updates on the Digital Divide, World
Network Status; Brief updates on Monitoring Network Status; Brief updates on Monitoring 
and Advanced Technologiesand Advanced Technologiesgg
3131 Appendices: A World Network Overview Appendices: A World Network Overview 
Status and Plans for the Next Few Years of Nat’l & Status and Plans for the Next Few Years of Nat’l & 
Regional Networks, HEP Labs, & Optical Net InitiativesRegional Networks, HEP Labs, & Optical Net Initiatives

Monitoring Working Group ReportMonitoring Working Group Report [L. Cottrell] [L. Cottrell] 
Also See: Also See: 

TERENATERENA ((www.terena.nlwww.terena.nl) ) 2005 and 2006 2005 and 2006 Compendiums:Compendiums:
InIn--depth Annual Survey on R&E Networks in Europedepth Annual Survey on R&E Networks in EuropeInIn depth Annual Survey on R&E Networks in Europedepth Annual Survey on R&E Networks in Europe
http://internetworldstats.comhttp://internetworldstats.com: Worldwide Internet Use: Worldwide Internet Use
SCIC 2003 Digital Divide ReportSCIC 2003 Digital Divide Report [A. Santoro et al.][A. Santoro et al.]



Revolutions in Networking Revolutions in Networking 
11stst Revolution: “Long Dawn” of the Information AgeRevolution: “Long Dawn” of the Information Age
1.17B Internet Users; 300M with Broadband (7/07)1.17B Internet Users; 300M with Broadband (7/07)

Explosion of Explosion of 
bandwidth use:bandwidth use:

http://internetworldstats.comhttp://internetworldstats.com

69%N Ambandwidth use: bandwidth use: 
~1 TByte/sec~1 TByte/sec
Raw capacity stillRaw capacity still

69%

40%
20%

54%
Europe

N. Am.

Latin Am

Australasia
/Oceana

Raw capacity still Raw capacity still 
largely unusedlargely unused
Emergence of Web Emergence of Web 

ff

20%
12%

10%
4%

Asia
Latin Am.

Africa
Mid. East

2.0: Billions of Web 2.0: Billions of Web 
Pages, rich content, Pages, rich content, 
embedded apps.embedded apps.

%0 10 20 30 40 50 60 70 80

4%Africa
World Av. 18%

embedded apps.embedded apps.
Signs of Web 3.0: Signs of Web 3.0: 
Rich, persistent Rich, persistent 
streaming content streaming content ––
ubiquitous ubiquitous 
informationinformationinformationinformation

Broadband: 60M Each in the US and ChinaBroadband: 60M Each in the US and China



22nd nd Revolution Network Drivers: Revolution Network Drivers: 
Data Intensive Science ApplicationsData Intensive Science Applications

High Energy & Nuclear Physics, AstroPhysics Sky High Energy & Nuclear Physics, AstroPhysics Sky 
SS TB t t PB t “bl k” t f t 1TB t t PB t “bl k” t f t 1 10 Gb10 Gb

pppp

Surveys: Surveys: TByte to PByte “block” transfers at 1TByte to PByte “block” transfers at 1--10+ Gbps10+ Gbps
eVLBI:eVLBI: Many real time data streams at  1Many real time data streams at  1--10 Gbps10 Gbps
BioInformatics, Clinical Imaging:BioInformatics, Clinical Imaging: GByte images on GByte images on 
demanddemand
Fusion Energy:Fusion Energy: Time critical burstTime critical burst--data distribution; data distribution; 

Distributed plasma simulations, visualization, analysisDistributed plasma simulations, visualization, analysisp , , yp , , y
Analysis Challenge:Analysis Challenge: Harness global computing, storage Harness global computing, storage 
andand NetworkNetwork resources, toresources, to enable a global communityenable a global communityand and Network Network resources, to resources, to enable a global community enable a global community 
to work collaboratively over great distancesto work collaboratively over great distances



The LHC Data “Grid Hierarchy” Evolved:
MONARC CMS & ATLAS Models, DISUN
The LHC Data “Grid Hierarchy” Evolved:

MONARC CMS & ATLAS Models, DISUNMONARC CMS & ATLAS Models, DISUNMONARC CMS & ATLAS Models, DISUN
CERN/Outside Ratio ~1:4 T0/(ΣT1)/(ΣT2) ~1:2:2

~40% of Resources in Tier2s40% of Resources in Tier2s
US T1s and T2s Connect to US LHCNet PoPs

OnlineOnline

10 – 40
Gbps

OPN+NRENSOPN+NRENS

G T1

USLHCNet + ESnetUSLHCNet + ESnet

10 Gbps UltraLightUltraLight

Germany T1 BNL T1

Emerging Vision: A Richly Structured, Global Dynamic System
Outside/CERN Ratio Larger; Expanded Role of 
Tier1s & Tier2s: Greater Reliance on Networks



US CMS Tier1US CMS Tier1--Tier2Tier2
Network Utilization (January 2007)Network Utilization (January 2007)Network Utilization (January 2007)Network Utilization (January 2007)

Develop and scale up production data movement services Develop and scale up production data movement services 
Acquire an understanding of how entire system performsAcquire an understanding of how entire system performs

US CMS Tier1 (FNAL)

Acquire an understanding of how entire system performs Acquire an understanding of how entire system performs 
under loadunder load

10 GUS CMS Tier1 (FNAL) 
to Tier2 (7 Sites) 
Traffic Disk-to-Disk 
Reached 9 5+ GbpsReached 9.5+ Gbps 
FNAL-Starlight; 
Saturated 10G Link
2nd 10Gbps Link to 
Starlight deployed, 
with US LHCNet &

10 G

with US LHCNet & 
ESnet



CMS: March CMS: March –– July 2007July 2007



PhEDEx: CMS Data Transfers (8/29/07)PhEDEx: CMS Data Transfers (8/29/07)
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Total to 1.9 Gbytes/sec. Nebraska Tier2 to 700 Mbytes/secTotal to 1.9 Gbytes/sec. Nebraska Tier2 to 700 Mbytes/sec



Still Roughly W. Johnston ESnetStill Roughly
Following Long Term  
Trend Since 1992 of 
10X each 46 Months

Peaks: 2X/Year /



LHC “Optical Private Network” (OPN) LHC “Optical Private Network” (OPN) 
(Status August 2007)(Status August 2007)

Some Tier1Some Tier1--Tier1 Tier1 
connectivity connectivity co ect tyco ect ty

not deployed yet;not deployed yet;
needed for needed for 
resilience.resilience.

Progressing:Progressing:Progressing:Progressing:
e.g. 10G e.g. 10G 

GridKaGridKa--IN2P3 IN2P3 
link Sept. 1 link Sept. 1 



US LHCNet & ESnet Plan 2007US LHCNet & ESnet Plan 2007--2010:2010:
2020--80Gbps US80Gbps US--CERN, ESnet MANsCERN, ESnet MANs

F di IF di IFunding IssueFunding Issue

Europe
AsiaPac

SEASEA US-LHCNet: 
Wavelength QuadrangleEurope

Japan Japan

Aus. ESnet4
SDN Core: 

30-50G
BNL

Wavelength Quadrangle 
NY-CHI-GVA-AMS 

2007-10: 30, 40, 60, 80 Gbps

DENDEN

SNVSNV

Metro 
Rings

30-50G
NYCNYC

CHICHI

DCDC
GEANT2
SURFNetFNAL

ELPELP

ALBALB
ATLATL

Aus.

SDGSDG

Rings

ESnet IP Core
≥10 Gbps

IN2P3

CERN
ELPELP

Metropolitan Area Rings
Major DOE Office of Science Sites

New ESnet hubs
ESnet hubs

10Gb/s
10Gb/s

US-LHCNet
Major DOE Office of Science Sites
High-speed cross connects with Internet2/Abilene

Science Data Network core, 40-60 Gbps circuit transport
Lab supplied

Production IP ESnet core, 10 Gbps enterprise IP traffic 

10Gb/s
30Gb/s
2 x 10Gb/s

Data Network
(3 to 8 x 10 Gbps 

US-CERN)pp
Major international
LHCNet Data Network
NSF/IRNC circuit; GVA-AMS connection via Surfnet or Geant2

ESNet MANs to FNAL & BNL; Dark Fiber 
to FNAL; Peering With  GEANT



Updated HEP Bandwidth Roadmap 
for Major Links (in Gbps)

Updated HEP Bandwidth Roadmap 
for Major Links (in Gbps)j ( p )j ( p )

Year Production Experimental Remarks 

2001 0.155 0.622-2.5 SONET/SDH 

2002 0.622 2.5 SONET/SDH 
DWDM; GigE Integ. 

2003 2 5 10 20 DWDM; 1 + 10 GigE2003 2.5 10-20 DWDM; 1 + 10 GigE 
Integration 

2005 10-20 2-10 X 10  λ Switch; 
λ Provisioningλ Provisioning

2007 3-4 X 10 ~10 X 10;  
100 Gbps 

1st Gen. λ Grids 

2009 ~6 X 10 
or  100  

~20 X 10 or
~2 X 100 

100 Gbps λ 
Switching 

nd2011 ~20 X 10 or 
2 X 100 

~10 X 100 2nd Gen λ Grids
Terabit Networks 

2013 ~Terabit ~MultiTbps ~Fill One Fiber2013 Terabit MultiTbps Fill One Fiber  

Continuing Trend: ~400-1000 Times Bandwidth Growth Per Decade
Paralleled by ESnet Roadmap for Data Intensive Sciences  



W. Johnston
ESnetESnet4 50-60 Gbps by 2009-10; 500-600 Gbps ~2010-12

Europe

Asia-Pacific Canada
(CANARIE)

US LHCNet to CERN
(~80; 200 Gbps)

Canada
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South America
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JacksonvilleA
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Primary DOE Labs
( p )

MANs (20-60 Gbps) or 
backbone loops for site access
International connections

High Speed Cross connects with Ineternet2/Abilene
Possible hubs Fiber path is ~ 14,000 miles / 24,000 km

100 Gbps waves “production-ready” within 
18-36 months (CIENA, Nortel, Infinera)



22nd nd Revolution: Networks for Research & Education Revolution: Networks for Research & Education 
and Data Intensive Scienceand Data Intensive Science

Current generation of 10 Gbps R&E backbones arrived in 2001Current generation of 10 Gbps R&E backbones arrived in 2001--5 in 5 in 
US, Europe, Japan, Korea; US, Europe, Japan, Korea; China. China. Transition to N X 10G Transition to N X 10G , p , p , ;, p , p , ;

Bandwidth Growth: from 4 to 2500 Times in 5 Years; >> Moore’s LawBandwidth Growth: from 4 to 2500 Times in 5 Years; >> Moore’s Law
Proliferation of 10G links across the Atlantic & Pacific; Proliferation of 10G links across the Atlantic & Pacific; Use of Use of 
multiple 10G Links (e g USmultiple 10G Links (e g US CERN) along major paths began in Fall 2005CERN) along major paths began in Fall 2005multiple 10G Links (e.g. USmultiple 10G Links (e.g. US--CERN) along major paths began in Fall 2005CERN) along major paths began in Fall 2005

On track for >10 X 10G networking for LHC, in production by 2007On track for >10 X 10G networking for LHC, in production by 2007--88
Rapid Spread of “Dark Fiber” and DWDM: the emergence of Rapid Spread of “Dark Fiber” and DWDM: the emergence of p p gp p g
Continental, Nat’l, State & Metro “Hybrid” Networks in Many NationsContinental, Nat’l, State & Metro “Hybrid” Networks in Many Nations

CostCost--effective N X 10G Backboneseffective N X 10G Backbones
Complemented by PointComplemented by Point--toto--point “Lightpoint “Light--paths” forpaths” forComplemented by PointComplemented by Point--toto--point Lightpoint Light--paths  for  paths  for  
“Data Intensive Science”, notably HEP“Data Intensive Science”, notably HEP
Outlook: 100G waves within the next 5 years; dynamic pathsOutlook: 100G waves within the next 5 years; dynamic paths

T h l l ti ti t d i f hi hT h l l ti ti t d i f hi hTechnology evolution continues to drive performance higher, Technology evolution continues to drive performance higher, 
equipment costs Lower; HEP is a leading user/developer equipment costs Lower; HEP is a leading user/developer 

Commodity GbE and 10 GbE NICs on servers; multiCommodity GbE and 10 GbE NICs on servers; multi-- core CPUs;core CPUs;y ;y ; ;;
PCI Express bus for high speed data transportPCI Express bus for high speed data transport

2007 Outlook2007 Outlook:: Continued growth in bandwidth deployment & useContinued growth in bandwidth deployment & use



GÉANT2: 
Consortium of 34 NRENsCo so t u o 3 s

Dark Fiber Core Among
16 Countries:

Austria

22 PoPs, ~200 Sites
38k km Leased Services, 12k km Dark Fiber 

Austria
Belgium
Bosnia-Herzegovina 
C h R bli

Supporting Light Paths for LHC, eVLBI, et al.

Czech Republic
Denmark
France
GGermany
Hungary
Ireland
Italy,
Netherland
Slovakia
Slovenia
Spain
Switzerland

Multi-Wavelength Core (to 40λ) + 0.6-10G Loops

United Kingdom
H. Doebbeling



Pioneering “Light Paths”: Canada 
(CANARIE) & Netherlands (SURFNet)

Pioneering “Light Paths”: Canada 
(CANARIE) & Netherlands (SURFNet)

User-Controlled 
Li ht P th

(CANARIE) & Netherlands (SURFNet)(CANARIE) & Netherlands (SURFNet)

Light Paths
72λ Core:

40G WNew 72 channel x 40 Gbps ROADM* Networks 40G Waves
Also connects 
t U S d

New 72 channel x 40 Gbps ROADM Networks

to  U.S. and 
Europe

Boston

San Diego

*Reconfigurable Optical Add-Drop Multiplexer*Reconfigurable Optical Add-Drop MultiplexerW. St. Arnaud

g



GLIF Open Lambda Exchanges (GOLE)GLIF Open Lambda Exchanges (GOLE)g ( )g ( )
AMPATH - Miami 
CERN/Caltech –
Geneva+U.S.Geneva U.S. 
CzechLight - Prague 
HKOEP - Hong Kong 
KRLight - DaejoenKRLight Daejoen 
MAN LAN - New York 
MoscowLight - Moscow 
NetherLight - Amsterdam et e g t ste da
NGIX-East – Wash. D.C. 
NorthernLight -
Stockholm 
Pacific Wave (L.A.)
Pacific Wave (Seattle) -
Pacific Wave (Sunnyvale)
StarLight - Chicago 
T-LEX - Tokyo 
UKLight - London 



Internet2’s New Backbone Internet2’s New Backbone 
with  “Light Paths”with  “Light Paths”gg

Level(3) Footprint;Level(3) Footprint;
Infinera 10 X 10G Core;Infinera 10 X 10G Core;
CIENA O ti l MCIENA O ti l M

Internet2-NLR 
Merger Discussions 

CIENA Optical Muxes CIENA Optical Muxes 
g

Initial deployment Initial deployment –– 10 x 10 Gbps wavelengths over the footprint10 x 10 Gbps wavelengths over the footprint
First round maximum capacityFirst round maximum capacity 80 x 10 Gbps wavelengths; expandable80 x 10 Gbps wavelengths; expandableFirst round maximum capacity First round maximum capacity –– 80 x 10 Gbps wavelengths; expandable80 x 10 Gbps wavelengths; expandable
Scalability Scalability –– potential migration to 40 Gbps or 100 Gbps capabilitypotential migration to 40 Gbps or 100 Gbps capability
Transition underway (since 10/2006), until end of 2007Transition underway (since 10/2006), until end of 2007
+Paralleled by Initiatives in: nl, ca, jp, uk, kr; pl, cz, sk, 

pt, ei, gr, hu, si, lu, no, is, dk … + >30 US states



GLORIAD: An Optical Ring Around EarthGLORIAD: An Optical Ring Around Earth
http://www gloriad orghttp://www.gloriad.org

GLORIAD in 2005-7
2 5G H K2.5G Hong Kong –

Seattle 
10G Daejon (Korea) –j ( )

Seattle 
10G Stockholm –

MoscowMoscow
10G Amsterdam –

Moscow
3 X 10G: SURFnet & 
IRNC, Amsterdam - US 
1st 1 Gigabit Lightpath1 1 Gigabit Lightpath
Between Moscow (KIAE)   
& Chicago (NCDM)   g ( )
1.7 TBytes in 4.5 Hrs



22ndnd Quiet Revolution in Science and Quiet Revolution in Science and 
R&E Networks ContinuesR&E Networks Continues

20002000--2007: HEP, working with computer scientists and 2007: HEP, working with computer scientists and 
network engineers has developed the knowledge to usenetwork engineers has developed the knowledge to use

R&E Networks ContinuesR&E Networks Continues

network engineers, has developed the knowledge to use network engineers, has developed the knowledge to use 
long distance networks efficiently, at high occupancy, for long distance networks efficiently, at high occupancy, for 
the first timethe first time

“Demystification” of large long range data flows “Demystification” of large long range data flows 
with TCP: with TCP: 

E l it d i th TCP t k ( FAST TCP)E l it d i th TCP t k ( FAST TCP)Exploit advances in the TCP stack (e.g. FAST TCP), Exploit advances in the TCP stack (e.g. FAST TCP), 
Linux Kernel (2.6.20), end system architecture,Linux Kernel (2.6.20), end system architecture,
network interfaces and driversnetwork interfaces and driversnetwork interfaces and driversnetwork interfaces and drivers

Just one to a few serverJust one to a few server--pairs with 10 GbE interfacespairs with 10 GbE interfaces
match a 10 Gbps Linkmatch a 10 Gbps Linkpp
Make the advances Make the advances widelywidely accessible  accessible  



Bandwidth Challenge  at SC2005:Bandwidth Challenge  at SC2005:
Caltech CERN FNAL BNL SLAC UM UF ESNet I2Caltech CERN FNAL BNL SLAC UM UF ESNet I2Caltech, CERN, FNAL, BNL, SLAC, UM, UF, ESNet, I2…Caltech, CERN, FNAL, BNL, SLAC, UM, UF, ESNet, I2…

19 GBytes/s
Peak

22 Waves, 4 Server Racks
100+ Gbps for hours Peakp

MonALISA

475 TB Total in < 24h; Sustained Rate of 1.1 Petabyte Per Day



FDT – Fast Data Transfer
An easy-to-use application for efficient data transfers

I. Legrand

An easy-to-use application for efficient data transfers  
Written in Java (with NIO libraries): 
runs on all major platforms

SC06 BWC: Stable disk-to-disk 
flows Tampa-Caltech: 10-to-10 

8 8 1 S f
j p

Uses asynch. multithreaded system to
achieve smooth, linear data flow:

stream a dataset (list of files) continu

and 8-to-8 1U Server-pairs for
9 + 7 = 16 Gbps; then Solid 
overnight. Using One 10G link

stream a dataset (list of files) continu-
ously, through an open TCP socket
protocol does Not Stop between files 
send buffers at a rate matched to the 
monitored capability of end to end path 
use independent threads to readuse independent threads to read 
& write on each physical device
use appropriate size of buffers 
for disk I/O and networkingfor disk I/O and networking

Ckeck-pointing: Resumes a file transfer 
session, if interrupted 

17.77 Gbps BWC peak; 
+ 8.6 Gbps to and from Korea 
New Capability Level:Can "plugCan "plug--in" external security APIs and in" external security APIs and 

use them to authenticate and authorize use them to authenticate and authorize 
clients: SSH, GSIclients: SSH, GSI--SSH, GlobusSSH, Globus--GSI, SSL  GSI, SSL  

New Capability Level: 
~70-100 Gbps per rack 
of low cost 1U servers



W. Johnston (W. Johnston (
ESnet manager)ESnet manager)



US LHCNet: Transition Now to CIENA Optical MuxesUS LHCNet: Transition Now to CIENA Optical Muxes

Emerging Emerging 
StandardsStandardsStandardsStandards

VCAT, LCASVCAT, LCAS

Robust fallback at layer 1 + nextRobust fallback at layer 1 + next--generation hybrid optical network: generation hybrid optical network: 
Dynamic Dynamic circuitcircuit--oriented network services with BW guarantees oriented network services with BW guarantees 



JapanJapanJapanJapan
VCAT, LCASVCAT, LCAS



US LHCUS LHC
NWG NWG 

Network Services for Managed 
End-to-End Data Transfers

Network Services for Managed 
End-to-End Data TransfersEnd to End Data TransfersEnd to End Data Transfers

Robust Network Services 
based on
Bandwidth guarantees

Virtual Circuits
S h d l d T fScheduled Transfers

Transfer Classes
PrioritiesPriorities

Monitoring of all components 
end-to-end

Network Elements
End-Hosts

I t f t th i itInterface to other circuit-
oriented systems

Be part of heterogeneousBe part of heterogeneous 
end-to-end infrastructure



US LHCUS LHC
NWG NWG Problem Finding and Resolution Problem Finding and Resolution 
Problems encountered today 
are hard to track due to missing 
the global view of the system

End-to-end Monitored
Managed Transfers

T k bl t ththe global view of the system Track problem to the source
Network / End-host

Take appropriate actionTake appropriate action
Change transfer path
Adjust end-host parameters
Re-schedule transfer

Provide experts with relevant 
(real-time) information(real time) information
Keep the user/application 
up-to-date on transfer 

Example situation: the system 
recognizes an end-host problem 
d i th t f d t k

progress
Progessive automation: Target 
optimal resource utilization

during the transfer and takes 
mitigating actions, re-scheduling 
transfers and notifying operators

Developed in the field-proven 
MonALISA Framework



MonALISA: Monitoring Grids, Networks, 
Compute Nodes, Running Jobs, Processes
MonALISA: Monitoring Grids, Networks, 

Compute Nodes, Running Jobs, Processes
NET TOPOLOGYNET THROUGHPUT Major Communities

OSG
CMS

MonALISA Today
Running 24 X 7 (5 Years) 

Built for speed and 
global scale: 5k 

/ / CMS
ALICE
D0
STAR

Now at 340 Sites
Collecting > 1,000,000 
parameters in near

messages/sec/server;
multi-threaded engine
schedules ML services

JOBSRunning JobsJOB LIFELINES

STAR
VRVS, EVO 
LGC RUSSIA 
SE Europe GRID

parameters in near 
real-time 
Update rate of >20,000 

schedules ML services
Autonomous agents 
auto-discover and  

SE Europe GRID 
APAC Grid 
UNAM Grid (Mx)
ITU

p
parameter-updates 
per sec  
Monitoring

collaborate in real-time 
for a variety of tasks

VO ACCOUNTING
JOB STATISTICS

ITU
ABILENE 
ULTRALIGHT  

Monitoring
> 40,000 CPUs
> 100 WAN Links

CENIC Innovation Award ‘06
Internet2 IDEA Award ‘07

VRVSVRVSALICE GLORIAD
US LHCNet 
RoEduNET

> 100 WAN Links
Many Thousands of 
Grid jobs running 

A Sampling of End To End Monitoring and Global viewsA Sampling of End To End Monitoring and Global views

Enlightened
j g

concurrently



US LHCUS LHC
NWG NWG 

Dynamic Network Path Allocation 
& Automated Dataset Transfer

ith O ti l S it h

Dynamic Network Path Allocation 
& Automated Dataset Transfer

ith O ti l S it hwith Optical Switcheswith Optical Switches
>mlcopy  A/fileX  B/path/

OS path available
C fi i i t f

Internet

Configuring interfaces
Starting Data Transfer

MonALISA Distributed 
Service System

Real time monitoring

Service System

APPLICATION DATA

A
MonALISA

Service
BOS

Agent

LISA AGENT
sets up 

LISALISA
AgentAgent

Optical Switch
- Net Interfaces
- TCP stack
- Kernel

Routes D t t d t ti llD t t d t ti ll- Routes
LISA 
APPLICATION
“use eth1.2, …”

Detects errors and automatically Detects errors and automatically 
recreates the path in less than recreates the path in less than 
the TCP timeout (< 1 second)the TCP timeout (< 1 second)



FDT Automatic Path Recovery: 
Fiber Cut SimulationsFiber Cut Simulations

CERN
GenevaUSLHCnet GenevaUSLHCnet

Internet2

CALTECH
Pasadena

Starlight
FDT Transfer

Pasadena Manlan

“Fiber cut”  simulations
ff f 2 4The traffic moves from one 

transatlantic link to the other one
FDT transfer (CERN – CALTECH) 

1

2
3

4

continues uninterrupted
TCP fully recovers in ~ 20s



The Main VINCI Services

Application Application
End User

Agent
End User

Agent

Authentication, Authorization, Accounting
System 

Scheduling ; Dynamic Path Allocation 

y
Evaluation & 
Optimization

Topology Discovery 

g ; y

Control Path Failure 
Prediction

GMPLS MPLS OS SNMP Provisioning Detection Learning 

MONITORING 



SCIC Main Conclusion for 2007SCIC Main Conclusion for 2007
As we progress we are in danger of leaving the As we progress we are in danger of leaving the 

iti i th liti i th l f d i f thf d i f thcommunities in the lesscommunities in the less--favored regions of the favored regions of the 
world behindworld behind
We must Work to Close the Digital DivideWe must Work to Close the Digital Divide

To make physicists from all world regions fullTo make physicists from all world regions fullTo make physicists from all world regions full To make physicists from all world regions full 
partners in the scientific discoveriespartners in the scientific discoveries
This is essential for the health of our globalThis is essential for the health of our globalThis is essential for the health of our global This is essential for the health of our global 
collaborations, for our field, and for thecollaborations, for our field, and for the
world communityworld communityworld communityworld community



Work on the Digital Divide
from Several Perspectives
Work on the Digital Divide
from Several Perspectivesfrom Several Perspectivesfrom Several Perspectives

Share Information: Share Information: Monitoring,Monitoring, Tracking Tracking BW ProgressBW Progress; ; 
Dark Fiber Projects & PricingDark Fiber Projects & PricingDark Fiber Projects & PricingDark Fiber Projects & Pricing

Track Planning (focus on LHC) and Leading Edge ProgressTrack Planning (focus on LHC) and Leading Edge Progress
Model Cases: Brazil, Poland, Slovakia, Czech Rep., China …Model Cases: Brazil, Poland, Slovakia, Czech Rep., China …pp
Encourage Access to Dark Fiber; Modern technology choicesEncourage Access to Dark Fiber; Modern technology choices

Raise Awareness: Locally, Regionally & GloballyRaise Awareness: Locally, Regionally & Globally
Di it l Di id W k hDi it l Di id W k hDigital Divide WorkshopsDigital Divide Workshops
Diplomatic Events: WSIS, RSIS; Bilateral: e.g. USDiplomatic Events: WSIS, RSIS; Bilateral: e.g. US--IndiaIndia

Technical Help with Modernizing the Infrastructure:Technical Help with Modernizing the Infrastructure:Technical Help with Modernizing the Infrastructure:  Technical Help with Modernizing the Infrastructure:  
Provide Tools for Effective Use: Data Transport, Monitoring, Provide Tools for Effective Use: Data Transport, Monitoring, 
Collaboration  Collaboration  
D i C i i i D l tD i C i i i D l tDesign, Commissioning, Development    Design, Commissioning, Development    

Encourage, and Work on InterEncourage, and Work on Inter--Regional Projects Regional Projects 
GLORIADGLORIAD RussiaRussia--ChinaChina--KoreaKorea--USUS--Europe Optical RingEurope Optical RingGLORIAD,GLORIAD, RussiaRussia ChinaChina KoreaKorea USUS Europe Optical RingEurope Optical Ring
Latin America: Latin America: CHEPREO/WHRENCHEPREO/WHREN (US(US--Brazil); RedCLARABrazil); RedCLARA
Mediterranean: Mediterranean: EUMEDConnect; EUMEDConnect; AsiaAsia--Pacific: Pacific: TEIN2TEIN2



SCIC Monitoring WG
PingER (Also IEPM-BW)
SCIC Monitoring WG

PingER (Also IEPM-BW)g ( )g ( )

Measurements from 1995 OnMeasurements from 1995 On
Monitoring & Remote Sites (1/07)R. Cottrell

Reports link reliability & qualityReports link reliability & quality
Countries monitoredCountries monitored

Contain 89% of world pop.Contain 89% of world pop.
99% of Internet users99% of Internet users

New

600+ remote sites in 115 nations;600+ remote sites in 115 nations;
87 Sites in 32 African countries87 Sites in 32 African countries
30 monitors in 14 countries30 monitors in 14 countries
Capetown,Rawalpindi, Capetown,Rawalpindi, 
B lB lBangaloreBangalore
Excellent Work; funding issueExcellent Work; funding issue

i i ( ) i i ( ) ( ) ( )Countries: N. America (2), Latin America (16), Europe (22), SE Europe (6), 
Africa (32), Mid East (8), Central Asia (9), South Asia (5), East Asia (4),  

SE Asia (6), Russia (1), China (1) and Oceania (4) 



SCIC Monitoring WG – Throughput
Improvements  1995-2007

40% annual 
improvement 

~10X Per 7 yrs

Progress: but Digital Divide is Mostly Maintained 
y

Behind Europe
6 Yrs: Russia, 

Latin AmericaLatin America
7 Yrs: Mid-East, 

SE Asia
8-9 Yrs: So. Asia
11 Yrs: Cent. Asia
12 Yrs: Africa

India PakistanIndia, Pakistan, 
Central Asia, and 

Africa are in 
Danger of FallingDanger of Falling 

Even Farther 
Behind

Bandwidth of TCP < MSS/(RTT*Sqrt(Loss)) 
Matthis et al., Computer Communication Review 27(3), July 1997Matthis et al., Computer Communication Review 27(3), July 1997

R. Cottrell



Throughput from US to African Countries 
vs UN Human Development Index

Throughput from US to African Countries 
vs UN Human Development Indexvs UN Human Development Indexvs UN Human Development Index

COSTS  
~$2.5/kbps/Mo
50-1000X More 

than wellthan well-
developed 

regions

R. Cottrell, SLAC



SCIC Digital Divide 
Workshops and Panels

SCIC Digital Divide 
Workshops and PanelsWorkshops and PanelsWorkshops and Panels

20022002--2007:2007:
An effective way to raise awareness of problems, andAn effective way to raise awareness of problems, ande ect e ay to a se a a e ess o p ob e s, a de ect e ay to a se a a e ess o p ob e s, a d
discuss approaches and opportunities for sol’ns with discuss approaches and opportunities for sol’ns with 
national and regional communities, and gov’t officialsnational and regional communities, and gov’t officials

ICFA Di it l Di id W k hICFA Di it l Di id W k h Ri 2/2004 D 5/2005Ri 2/2004 D 5/2005ICFA Digital Divide Workshops:ICFA Digital Divide Workshops: Rio 2/2004; Daegu 5/2005Rio 2/2004; Daegu 5/2005
CERN & I2 Workshops on R&E Networks in AfricaCERN & I2 Workshops on R&E Networks in Africa
World Summit on the Information SocietyWorld Summit on the Information SocietyWorld Summit on the Information Society, World Summit on the Information Society, 

In 2006In 2006
February: CHEP06 Mumbai: Digital Divide Panel, Network Demos, February: CHEP06 Mumbai: Digital Divide Panel, Network Demos, 
& Workshop [SCIC, TIFR, CDAC, Internet2, Caltech]& Workshop [SCIC, TIFR, CDAC, Internet2, Caltech]
“Moving India into the Global Community Through Advanced“Moving India into the Global Community Through Advanced

Networking”Networking”NetworkingNetworking
MayMay--June: June: USUS--India SummitIndia Summit, NAS Meeting, Meeting at Cal State LA, NAS Meeting, Meeting at Cal State LA
October: October: ICFA Digital Divide Workshops in Cracow & SinaiaICFA Digital Divide Workshops in Cracow & Sinaiag pg p
April 14April 14--17 2007 at APS: “Bridging the Digital Divide” Sessions17 2007 at APS: “Bridging the Digital Divide” Sessions
Sponsored by Forum for International Physics Sponsored by Forum for International Physics 



Brazil: RNP2 Next-Generation 
Backbone

Brazil: RNP2 Next-Generation 
BackboneBackboneBackbone

New vs. Old
A factor of 

70 to 300 in 
Bandwidth 
2006-7: 

Buildout of dark fiberBuildout of dark fiber 
nets in 27 cities with 
RNP PoPs underway
200 Institutions 
Connected at 1 GbE
by End-2008 y
(Well-advanced)

2.5G (to 10G) WHREN 
(NSF/RNP) Link to US;

Now extending to the 

(NSF/RNP) Link to US;
622M Link to GEANT

M. Stanton
g

Northwest; Dark fiber across 
the Amazon to Manaus



Optical Fiber Through the Amazon: Porto VelhoOptical Fiber Through the Amazon: Porto Velho--ManausManaus

935 Km Optical Cables
8,000 Stakes

7 Optical Repeaters7 Optical Repeaters 
(622 Mbps)
60m Towers 

MiMicrowave across 
the Amazon

CDCDCDCD



1 GbE Connections to UERJ and UNESP 1 GbE Connections to UERJ and UNESP 
Centers: RNP and the GIGA ProjectCenters: RNP and the GIGA ProjectCenters: RNP and the GIGA ProjectCenters: RNP and the GIGA Project



TIFR to Japan Connectivity 
International IPLC (4 X STM-1)Chennai POP  VSNL 

LANDING STATIONS SINGAPORE LANDING STATION

JAPAN LAND 
STANDING 

INDIA JAPANMumbai-Japan-US Links

VSNL

MUX

TIC

MUX

SINGAPORE LANDING STATION

EAC

MUX

TIC

MUX

EAC

MUX

EAC 
Mux

TIC

Cable
EAC 

Cable 

STM-64 Ring

Prabhadevi POP  VSNL ANC Comspace
VSNL

EAC Tokyo 
Backhaul

Caltech, TIFR, CDAC, 
JGN2 World Bank IEEAF

TIFR Link to Japan
+ Onward to US & Europe

Loaned Link from
VSNL

MUX

TTML

VSNL
EAC 
Mux 

TGN 
Mux 

JGN2, World Bank, IEEAF, 
Internet2, VSNL

Loaned Link from 
VSNL at CHEP06 

End to End Bandwidth 

STM-16 Ring

MUX Dark Fibre VSNL Shinagawa 
PoP

LL

Mux 
TGN 
Mux 

4 X 155 Mbps
on SeMeWe3 Cable
Goal is to Move to

TTML

MUX

Express 
Towers  
TTML Dark 

FibreOR

Goal is to Move to 
10 Gbps on SeMeWe4

Helped spark planning for Fibre 

LL 
MuxTTML

Juniper M10 
with STM-4 

interface

STM-16 Ring Foundry 
BI15000 with 

OC-12 
interface

ORHelped spark planning for
Next Generation R&E 
“Knowledge Network” 

in India

TIFR Mumbai, INDIA STM 4
NTT Otemachi Bldg, JAPAN

OC-12

INTERFACE TYPES INTERFACE TYPES 

TTML

MUX
interface

+ Onward to US, Europe 

in India



President of India Kalam Collaborating 
with US CERN Slovakia via VRVS/EVOwith US, CERN, Slovakia via VRVS/EVO

Coincident 
with Data 

Transfers of 
~500 Mbps
15 TBytes15 TBytes 

to/from India 
in 2 Days

Helped spark 
planning forplanning for

Next 
Generation 
“Knowledge 

Network” 
in Indiain India



India: Knowledge Commission Recommendation to India: Knowledge Commission Recommendation to 
Create a National “Knowledge Network”:Create a National “Knowledge Network”:gg

Approved by Prime Minister January 25, 2007Approved by Prime Minister January 25, 2007

“Build a National Knowledge Network with gigabit capabilities“Build a National Knowledge Network with gigabit capabilitiesBuild a National Knowledge Network with gigabit capabilities Build a National Knowledge Network with gigabit capabilities 
to connect all universities, libraries, laboratories, hospitals to connect all universities, libraries, laboratories, hospitals 
and agricultural institutions to share data and resources and agricultural institutions to share data and resources 
across the countryacross the country.” [~ $2B].” [~ $2B]
5000 Institutions; 5005000 Institutions; 500--1000 in Phase 11000 in Phase 1

[Time estimate: [Time estimate: 33--6 Months6 Months]]
Minimum connectivity at end nodes, 100 Mbps (to gigabit)Minimum connectivity at end nodes, 100 Mbps (to gigabit)
Phase 1: Start with existing commercial networksPhase 1: Start with existing commercial networks

“Slide” into hybrid network with inner core owned “Slide” into hybrid network with inner core owned 
by the stakeholdersby the stakeholders

Migrate core to N X 10 Gbps, providing gigabit connectivityMigrate core to N X 10 Gbps, providing gigabit connectivity
Ongoing issue: 10 G int’l Links (affordable)  Ongoing issue: 10 G int’l Links (affordable)  

to the Region [also Pakistan]to the Region [also Pakistan]



CERN InitiativeCERN Initiative
by David Foster, CERN/ITby David Foster, CERN/ITby David Foster, CERN/ITby David Foster, CERN/IT

Visited Reliance Telecom Visited Reliance Telecom 
MumbaiMumbai

1 Gbps link Mumbai 1 Gbps link Mumbai –– CERNCERN
(TIFR Tier2)(TIFR Tier2)
Full BW 6 Hrs. Per DayFull BW 6 Hrs. Per Day
300 Mbps available 300 Mbps available 

Pricing Issue: $ 3.4Pricing Issue: $ 3.4 -- 8.5M8.5M

24 hrs/day24 hrs/day
Better pricing than Better pricing than Pricing Issue: $ 3.4 Pricing Issue: $ 3.4 8.5M 8.5M 

Per Year Quoted for 622 MbpsPer Year Quoted for 622 Mbps
> 100X Cost/BW compared > 100X Cost/BW compared 

to Transatlantic Linksto Transatlantic Links

45 Mbps link in place now45 Mbps link in place now

to Transatlantic Links  to Transatlantic Links  



PERN2 Long Haul Fiber
Layout Map

PERN: Next Three Years of PERN: Next Three Years of 
Development (2005Development (2005 08)08)Layout Map Development (2005Development (2005--08)08)

20052005 20072007 By 2008By 2008
InstitutesInstitutes 5959 8585 200+200+

CoreCore 0.0500.050 0.1550.155 10 10 
(Gbps)(Gbps) [200x][200x]
Last  MileLast  Mile
(Gb )(Gb )

0.0020.002 0.0080.008 11
[500x][500x](Gbps) (Gbps) [500x][500x]

No. of No. of 
PoPsPoPs

33 3+23+2 7+37+3

Comm. Comm. 
InternetInternet

0.1550.155 2 x 0.1552 x 0.155 0.6220.622

NRENs NRENs 
ConnecConnec--
tivitytivity

NilNil NilNil 2.5 2.5 –– 10 10 
GbpsGbps

yy

From 40 to 2000 Cities on Optical Fibre (2000-2007)



International ICFA Workshop on
HEP Networking Grid andHEP Networking, Grid and 

Digital Divide Issues for Global E-Science

National Academy of Arts and Sciences
Michal

y
Cracow, October 9-11, 2006

http://icfaddw06.ifj.edu.pl/index.html

Michal 
Turala



GDAŃSK LITHUANIA 2x10 GKALININGRAD 2x10 G

BYDGOSZCZ BIAŁYSTOK

OLSZTYN

KOSZALIN

SZCZECIN

ELBLĄG SUWAŁKI BELARUS 2x10G

POZNAŃ

BYDGOSZCZ
TORUŃ

BIAŁYSTOK

2 x 10 Gb/s
(2 λ)

GÉANT2 10+10 Gb/s

GORZÓW

ZIELONA 
GÓRA

WARSZAWA

ŁÓDŹ

RADOM

CBDF 10Gb/s
(2 λ)

LUBLIN
CZĘSTOCHOWA MANWROCŁAW

KIELCE PUŁAWYOPOLE

RADOM

UKRAINE 2 10 Gb/KATOWICE

KRAKÓW RZESZÓWBIELSKO-BIAŁA4Q 2007 Plan: 
20G to Neighbors

ZAMOŚĆUKRAINE 2x10 Gb/s

20G to Neighbors 
to the East & South CESNET; SANET 2x10 Gb/s A. Binczewski



Cross Border Dark Fiber in 
Central Europe (2007)

Cross Border Dark Fiber in 
Central Europe (2007)Central Europe (2007)Central Europe (2007)

Dark Fiber Rings: 
Poland

Czech RepublicCzech Republic
Austria

Slovakia

T. Weis



Sinaia, Romania
October 13-18, 2006 Mihai 

P t i iOctober 13 18, 2006
http://niham.nipne.ro/events2006/

Petrovici



Romania: Roedunet Topology
Moving from 2-155 Mbps to

Romania: Roedunet Topology
Moving from 2-155 Mbps to

N. Tapus

g p
1 and then 10 Gigabit Ethernet in 2007

g p
1 and then 10 Gigabit Ethernet in 2007

Q1 2007: Gigabit Ethernet End 2007: 10G Among Major CitiesQ1 2007: Gigabit Ethernet 
Between Cities

End 2007: 10G Among Major Cities 
and Internationally

5 Years Since 2002 SCIC Grid Workshop and WSIS 
Pan-European Ministerial Meeting in Bucharest



http://fismat.uia.mx/HEP/ICFADDW2007

Local Organizers
S Carrillo UIA (Chair)S. Carrillo, UIA (Chair)
A. Zepeda (Cinvestav)
C. Casasus (CUDI I2)
L. Nellen, UNAM

Future Workshops:
Russia and Ukraine

B l i SL. Nellen, UNAM
G. Contreras, Cinvestav
J. Martinez (Cinvestav)

Baltic States             
(Preliminary) 



Latin Am. 
Country

NREN Org-
anization

National 
connections External Capacity

Argentina RETINA 256 Kbps 34 Mbps 90 Mbps  RedCLARA (temp.  

A.Santoro

Argentina RETINA 256 Kbps – 34 Mbps p ( p
disconnected 12/2006-1/2007)

Bolivia ADSIB 64 – 128 Kbps 1.5 Mbps (commodity)
Brazil RNP up to 10 Gbps 1 Gbps (incl. RedCLARA)p p p ( )
Chile REUNA 155 Mbps 90 Mbps RedCLARA
Colombia RENATA 10 Mbps 10 Mbps RedCLARA

10 Mbps RedCLARA (currentlyCosta Rica CR2Net 32 – 512 Kbps 10 Mbps RedCLARA (currently 
disconnected)

Cuba RedUniv 19.2 Kbps– 2Mbps Not known (commodity)
Ecuador CEDIA 10 Mbps RedCLARAEcuador CEDIA 10 Mbps RedCLARA
El Salvador RAICES 10 Mbps RedCLARA
Guatemala RAGIE 10 Mbps RedCLARA
H d HONDU t N t k ( dit )Honduras HONDUnet Not known (commodity)

Mexico CUDI 155 Mbps 1 Gbps-RedCLARA, 
1 Gbps CENIC (PacWave)

Ni RENIA 100 Mb 10 Mb R dCLARANicaragua RENIA 100 Mbps 10 Mbps RedCLARA

Panama PANNET/
SENACYT 2 Mbps 45 Mbps RedCLARA

P CONCYTEC 2 Mb 45 Mb R dCLARAPeru CONCYTEC 2 Mbps 45 Mbps RedCLARA
Uruguay RAU 64 Kbps to 1 Mbps 34 Mbps RedCLARA
Venezuela REACCIUN 155 Mbps & 34 Mbps 90 Mbps RedCLARA and Ampath



Summary and Conclusions

Our major networks backbones and int’l links are transitioning Our major networks backbones and int’l links are transitioning 
from 10G to N X 10G; Progressing much faster than Moore’s lawfrom 10G to N X 10G; Progressing much faster than Moore’s lawfrom 10G to N X 10G; Progressing much faster than Moore s lawfrom 10G to N X 10G; Progressing much faster than Moore s law
HEP Network Requirements Roadmaps: ~300XHEP Network Requirements Roadmaps: ~300X--1000X/decade1000X/decade
We continue to learn to use long N X 10G network paths effectivelyWe continue to learn to use long N X 10G network paths effectivelyg p yg p y
Effective use of the Global ensemble of T0/T1/T2 centers requiresEffective use of the Global ensemble of T0/T1/T2 centers requires

Managing the network as a resource, along with CPU & storageManaging the network as a resource, along with CPU & storage
Developing a new generation of dynamic circuit services: Developing a new generation of dynamic circuit services: 
GLIF; UltraLight/VINCI, with GLIF; UltraLight/VINCI, with λλStation, TeraPaths, OSCARsStation, TeraPaths, OSCARs

New technologies: VCAT/LCAS a global systemNew technologies: VCAT/LCAS a global system--level viewlevel viewNew technologies: VCAT/LCAS, a global systemNew technologies: VCAT/LCAS, a global system--level viewlevel view
We will have to coordinate, with a coherent vision, and We will have to coordinate, with a coherent vision, and 
corresponding development, deployment, and O&M planscorresponding development, deployment, and O&M plansp g p , p y , pp g p , p y , p
As we progress it is essential to address the problem of As we progress it is essential to address the problem of 
the Digital Divide in our communitythe Digital Divide in our community

To form a truly global partnership for leadingTo form a truly global partnership for leading--edge scienceedge science
An ongoing commitment, and ongoing work is required An ongoing commitment, and ongoing work is required 


