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Outline

Day Bay Experiment 

Measurement of neutrino oscillation parameters in three-
neutrino framework 

Search for light sterile neutrinos 

Measurement of reactor antineutrino energy spectrum 
and absolute flux
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Data Bay Experiment collaboration
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Daya Bay Layout



Antineutrino detector and muon tagging system
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Antineutrino detector 
• 3 separated regions - GdLS, LS, MO 
• 182x8” PMT 
• 3 ACUs with radioactive sources for 

weekly energy calibration

Muon tagging system 
• ADs submerged in the water pool - passive 

shielding (n,γ) and active muon detector 
• Inner and outer optically separated regions 

of the pool - two independent water 
Čerenkov detectors  

• 4-layer resistive plate chamber array 

Mineral oil

Liquid 
scintilator

LS dopped  
with Gadolinium

Automated 
calibration units



Antineutrino candidate selection

IBD selection 
• Remove flashing PMT events 
• Prompt energy cut: 0.7 MeV<Ep<12 MeV 
• Delayed energy cut: 6 MeV<Ep<12 MeV 
• Coincidence time: 1 μs<dt<200 μs 
• Selection of isolated prompt-delayed pair 
• Veto after tagged muon for the background 

reduction
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Inverse beta decay:

Inverse beta decay candidates selection

IBD selection
• Remove flashing PMT events

• Prompt Energy Cut: 0.7 MeV < Ep < 12 : MeV

• Delayed Energy Cut: 6 MeV < Ep < 12 : MeV

• Coincidence Time Cut: 1 µs < �t < 200 µs

• Multiplicity Cut: prompt and delayed signals
isolated

• Muon Veto:
-Water pool muon (nPmt > 12): 0.6 ms
-AD muon (E > 20 MeV): 1 ms
-AD shower muon (E > 2.5 GeV): 1 s

Detection method
⌫̄e + p ! e+ + n

30 µs n + Gd ! Gd⇤ ! Gd + �s (8 MeV)

200 µs n + H ! D + � (2.22 MeV)
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• Delayed Energy Cut: 6 MeV < Ep < 12 : MeV
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• Multiplicity Cut: prompt and delayed signals
isolated
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-Water pool muon (nPmt > 12): 0.6 ms
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Detection method
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Backgrounds
Background at Daya Bay 

• Low background experiment with ~3% 
at Far Hall 

• Precise measurement - background 
systematic uncertainties well under 
control 

Uncorrelated 
• Accidental coincidence of two independent 

events which pass the selection criteria 

Correlated 
•

9Li/8He -Unstable spallation products 
induced by cosmic muons 

• Fast neutrons - Induced by cosmic muons 
•

241Am-13C - Correlated signal from calibration 
source in ACUs 

•
13C(α,n)16O - Signal induced by α interacting 
on carbon atoms
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Background Near Far Uncertainty

Accidentals 1.4% 2.3% negligible

9Li/8He 0.4% 0.4% 50%

241Am-13C 0.03% 0.2% 50%

Fast n 0.1% 0.1% 30%

13C(α,n)16O 0.01% 0.1% 50%



Timeline of the Daya Bay
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6 AD Data Taking 8 AD Data Taking
2011/12-2012/07 2012/10-now



3-neutrino oscillation analysis
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FIG. 3. Upper: Background-subtracted reconstructed positron
energy spectrum observed in the far site (black points), as well as
the expectation derived from the near sites excluding (blue line) or
including (red line) our best estimate of oscillation. The spectra are
efficiency-corrected and normalized to one day of livetime. Lower:
Ratio of the spectra to the no-oscillation case. The error bars show
the statistical uncertainty of the far site data. The shaded area
includes the systematic and statistical uncertainties from the near site
measurements.
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FIG. 5. Electron antineutrino survival probability versus effective
propagation distance Le↵ over average antineutrino energy hE⌫i.
The data points represent the ratios of the observed antineutrino
spectra over the expectation assuming no oscillation. The solid line
represents the expectation using the best estimates of sin2

2✓13 and
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baseline.
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Best fit:

Result of the oscillation parameters

sin22θ13 measurement 
• Most precise measurement up to date 
• Precision 6%→3% by the end of 2017 
• Crucial measurement for experiments 

searching for CP-violation in lepton 
sector 

|Δm2ee| measurement 
• Comparable precision with long 

baseline accelerator experiments 
• Consistent result
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FIG. 3. Upper: Background-subtracted reconstructed positron
energy spectrum observed in the far site (black points), as well as
the expectation derived from the near sites excluding (blue line) or
including (red line) our best estimate of oscillation. The spectra are
efficiency-corrected and normalized to one day of livetime. Lower:
Ratio of the spectra to the no-oscillation case. The error bars show
the statistical uncertainty of the far site data. The shaded area
includes the systematic and statistical uncertainties from the near site
measurements.
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FIG. 5. Electron antineutrino survival probability versus effective
propagation distance Le↵ over average antineutrino energy hE⌫i.
The data points represent the ratios of the observed antineutrino
spectra over the expectation assuming no oscillation. The solid line
represents the expectation using the best estimates of sin2

2✓13 and
|�m2

ee|, which is in excellent agreement with the data from the three
halls. The error bars are statistical only. hE⌫i is calculated for each
bin using the best knowledge of the detector response, and Le↵ is
obtained by equating the actual flux to an effective flux using a single
baseline.
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MINOS: Phys. Rev. Lett. 112, 191801 
T2K: Phys. Rev. Lett. 112, 181801
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Results of nH analysis

Key information about nH analysis 
• Rate analysis based on 6 AD data taking 
• Independent measurement of θ13 due to 

largely different systematics from nGd 
• Higher statistics due to additional 20 t of LS 

as a target mass 
• More accidental background mainly caused 

by lower delayed signal energy and longer 
capture time  

Differences in selection 
• Coincidence time: 1 μs<dt<400 μs 
• Prompt energy cut: 1.5 MeV<Ep<12 MeV 
• Delayed energy cut: ±3σ around nH peak 
• Distance cut: dR<0.5 m
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Best fit:
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Light sterile neutrino search results
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Fig. 2. The sensitivity in the 0.01 eV2 < jΔm2
41j < 0.3 eV2

region originated predominantly from the relative meas-
urement between the two near halls, while the sensitivity
in the jΔm2

41j < 0.01 eV2 region arose primarily from the
comparison between the near and far halls. The high-
precision data at multiple baselines are essential for probing
a wide range of values of jΔm2

41j.
The uncertainty of the reactor flux model’s normalization

had a marginal impact in the jΔm2
41j < 0.3 eV2 region. For

jΔm2
41j > 0.3 eV2, spectral distortion features are smeared

out and the relative measurement loses its discriminatory
power. The sensitivity in this region can be regained by
comparing the event rates of the Daya Bay near halls
with the flux model prediction, which will be reported in a
future publication. In this Letter, we focus on the jΔm2

41j <
0.3 eV2 region.
Three independent analyses were conducted, each with

a different treatment of the predicted reactor antineutrino
flux and systematic errors. The first analysis used the
predicted reactor antineutrino spectra to simultaneously fit
the data from the three halls, in a fashion similar to what
was described in the recent Daya Bay spectral analysis [45].
A binned log-likelihood method was adopted with nuisance
parameters constrained with the detector response and the
backgrounds, and with a covariance matrix encapsulating
the reactor flux uncertainties as given in the Huber [49]
and Mueller [39] flux models. The rate uncertainty of the
absolute reactor ν̄e flux was enlarged to 5% based on
Ref. [40]. The fit used sin2 2θ12 ¼ 0.857" 0.024, Δm2

21 ¼
ð7.50" 0.20Þ × 10−5 eV2 [50], and jΔm2

32j ¼ ð2.41"
0.10Þ × 10−3 eV2 [51]. The values of sin2 2θ14, sin2 2θ13

and jΔm2
41j were unconstrained. For the 3þ 1 neutrino

model, a global minimum of χ24ν=NDF ¼ 158.8=153 was
obtained, while the minimum for the three-neutrino model
was χ23ν=NDF ¼ 162.6=155, where NDF represents num-
ber of degrees of freedom. We used the Δχ2 ¼ χ23ν − χ24ν
distribution obtained from three-neutrino Monte Carlo
samples that incorporated both statistical and systematic
variations to obtain a p-value [52] of 0.74 for Δχ2 ¼ 3.8.
The data were thus found to be consistent with the three-
neutrino model, and there was no significant evidence for
sterile neutrino mixing.
The second analysis performed a purely relative compari-

son between data at the near and far halls. The observed
prompt energy spectra of the near halls were extrapolated to
the far hall and compared with observation. This process was
done independently for each prompt energy bin, by first
unfolding it into the corresponding true antineutrino energy
spectrum and then extrapolating to the far hall based on the
known baselines and the reactor power profiles. A covariance
matrix, generated from a large Monte Carlo data set incor-
poratingboth statistical and systematic variations,was used to
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Survival probability formula:

Results: 
• No hint of light sterile neutrino observed 
• Most stringent limit for |Δm241|<0.1 eV2 

• Joint analysis with MINOS in progress
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Reactor antineutrino energy spectrum and absolute flux

Consistent with previous experiments
13

Data lower than the prediction models 
• Huber+Mueller: 0.947±0.022 
• ILL+Vogel: 0.992±0.023

4

TABLE II. The flux-weighted average fission fractions of the near
halls, average IBD yields (Y and �f ) of the near halls, and the flux
normalization with respect to different reactor model predictions.

235U : 238U : 239Pu : 241Pu 0.586 : 0.076 : 0.288 : 0.050
IBD Yield

Y ( cm2/GW/day) (1.55± 0.04)⇥ 10�18

�f (cm2/fission) (5.92± 0.14)⇥ 10�43

Data / Prediction
R (Huber+Mueller) 0.946± 0.022

R (ILL+Vogel) 0.991± 0.023

detector with backgrounds subtracted, Bd is the correspond-217

ing number of background events, Td is the number of IBD218

events predicted by a reactor model with neutrino oscillations,219

and !d
r is the fractional IBD contribution from the r-th reac-220

tor to the d-th detector determined by baselines and reactor221

antineutrino fluxes. �r (0.8%) is the uncorrelated reactor un-222

certainty, �d (0.2%) is the uncorrelated detection uncertainty,223

�Bd is the background uncertainty listed in Ref. [15], and �D224

(2.1%) is the correlated detection uncertainty, i.e. the uncer-225

tainty of detection efficiency in Table I. Their correspond-226

ing nuisance parameters are ↵r, ✏d, ⌘d, and ✏D, respectively.227

The best-fit value of sin2 2✓
13

= 0.090 ± 0.009 is insensi-228

tive to the choice of reactor models. The best-fit value of R is229

0.946 ± 0.022 (0.991 ± 0.023) when compared with the Hu-230

ber+Mueller (ILL+Vogel) model. Replacing the Mueller 238U231

spectrum with the measured spectrum in Ref. [29] yields neg-232

ligible change in R. The uncertainty in R is dominated by the233

correlated detection uncertainty �D.234

The measured IBD yield for each AD is expressed in two235

ways: the yield per GWth per day, Y , and equivalently, the236

yield per nuclear fission, �f . These results are shown in the237

top panel of Fig. 1. The best-fit value of sin2 2✓
13

in Eqn. 3, is238

used to correct for the oscillation effect for each AD. The mea-239

sured IBD yields are consistent among all ADs after further240

correcting for the small variations of fission fractions among241

different sites. The flux-weighted average fission fractions in242

the three near ADs are 235U : 238U : 239Pu : 241Pu = 0.586243

: 0.076 : 0.288 : 0.050. The average IBD yield in the three244

near ADs is Y = (1.55 ± 0.04) ⇥ 10�18 cm2/GW/day, or245

�f = (5.92 ± 0.14) ⇥ 10�43 cm2/fission. The results are246

summarized in Table II.247

A global fit for R was performed to compare with the pre-248

vious reactor antineutrino flux measurements following the249

method described in Ref. [30]. Nineteen past short-baseline250

(<100 m) measurements were included using the data from251

Ref. [13]. The measurements from CHOOZ [31] and PALO252

VERDE [32] were also included after correcting for the stan-253

dard three neutrino oscillations. All results were normalized254

to the Huber+Mueller model. The model prediction was fixed255

at its nominal value in the fit. The resulting past global aver-256

age is Rpast
g = 0.942 ± 0.009 (exp.) ± 0.025 (model). The257

Daya Bay result is consistent with the past experiments. In-258

cluding Daya Bay in the global fit, the new average is Rg =259

0.943±0.008 (exp.)±0.025 (model). The results of the global260

fit are shown in the bottom panel of Fig. 1. If the model un-261

certainty (2.7%) is included in the fit, the best-fit model pre-262

diction increases by 1.5%, resulting in a 1.5% decrease in the263

global average Rg .264

To extend the study from absolute flux normalization to ab-265

solute energy spectrum, the measured prompt energy spec-266

tra of the three near-site ADs were summed. The summed267

spectrum was compared with predictions. The predicted an-268

tineutrino spectrum at each detector was estimated by the pro-269

cedure described above, taking into account neutrino oscilla-270

tions with sin2 2✓
13

= 0.090 and �m2

ee = 2.59 ⇥ 10�3 eV2

271

based on the oscillation analysis of the same data [15]. The272

detector response was determined in two ways. The first273

method sequentially applies a simulated model of energy loss274

in the inactive acrylic vessels, and analytical models of energy275

scale and energy resolution. The energy scale model is based276

on empirical characterization of the spatial non-uniformity277

and the energy non-linearity [33] with improved calibration278
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FIG. 1. Top: Rate of reactor antineutrino candidate events in the six
ADs with corrections of 3-flavor oscillations (closed circles), and ad-
ditional correction due to the variation of flux-weighted fission frac-
tions at different sites (open squares). The average of three near de-
tectors is shown in gray line with its 1� systematic uncertainty (gray
band). The rate predicted by Huber+Mueller (ILL+Vogel) model and
its uncertainty are shown in blue (orange) region. Bottom: The mea-
sured reactor ⌫̄e rate as a function of the distance from the reactor,
normalized to the theoretical prediction of Huber+Mueller model.
The rate is corrected by 3-flavor neutrino oscillations at the distance
of each experiment. The blue shaded region represents the global av-
erage and its 1� uncertainty. The 2.7% model uncertainty is shown
as a band around unity. The measurements at same baseline are com-
bined together for clarity. The Daya Bay measurement is shown at
the flux-weighted baseline (573 m) of the two near halls.
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TABLE II. The flux-weighted average fission fractions of the near
halls, average IBD yields (Y and �f ) of the near halls, and the flux
normalization with respect to different reactor model predictions.

235U : 238U : 239Pu : 241Pu 0.586 : 0.076 : 0.288 : 0.050
IBD Yield

Y ( cm2/GW/day) (1.55± 0.04)⇥ 10�18
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R (Huber+Mueller) 0.946± 0.022

R (ILL+Vogel) 0.991± 0.023

detector with backgrounds subtracted, Bd is the correspond-217

ing number of background events, Td is the number of IBD218

events predicted by a reactor model with neutrino oscillations,219
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r is the fractional IBD contribution from the r-th reac-220
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�Bd is the background uncertainty listed in Ref. [15], and �D224
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yield per nuclear fission, �f . These results are shown in the237
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in Eqn. 3, is238

used to correct for the oscillation effect for each AD. The mea-239

sured IBD yields are consistent among all ADs after further240

correcting for the small variations of fission fractions among241

different sites. The flux-weighted average fission fractions in242
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summarized in Table II.247

A global fit for R was performed to compare with the pre-248

vious reactor antineutrino flux measurements following the249

method described in Ref. [30]. Nineteen past short-baseline250

(<100 m) measurements were included using the data from251

Ref. [13]. The measurements from CHOOZ [31] and PALO252

VERDE [32] were also included after correcting for the stan-253

dard three neutrino oscillations. All results were normalized254

to the Huber+Mueller model. The model prediction was fixed255

at its nominal value in the fit. The resulting past global aver-256

age is Rpast
g = 0.942 ± 0.009 (exp.) ± 0.025 (model). The257

Daya Bay result is consistent with the past experiments. In-258

cluding Daya Bay in the global fit, the new average is Rg =259

0.943±0.008 (exp.)±0.025 (model). The results of the global260

fit are shown in the bottom panel of Fig. 1. If the model un-261

certainty (2.7%) is included in the fit, the best-fit model pre-262

diction increases by 1.5%, resulting in a 1.5% decrease in the263

global average Rg .264

To extend the study from absolute flux normalization to ab-265

solute energy spectrum, the measured prompt energy spec-266

tra of the three near-site ADs were summed. The summed267

spectrum was compared with predictions. The predicted an-268

tineutrino spectrum at each detector was estimated by the pro-269

cedure described above, taking into account neutrino oscilla-270

tions with sin2 2✓
13

= 0.090 and �m2

ee = 2.59 ⇥ 10�3 eV2

271

based on the oscillation analysis of the same data [15]. The272

detector response was determined in two ways. The first273
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FIG. 1. Top: Rate of reactor antineutrino candidate events in the six
ADs with corrections of 3-flavor oscillations (closed circles), and ad-
ditional correction due to the variation of flux-weighted fission frac-
tions at different sites (open squares). The average of three near de-
tectors is shown in gray line with its 1� systematic uncertainty (gray
band). The rate predicted by Huber+Mueller (ILL+Vogel) model and
its uncertainty are shown in blue (orange) region. Bottom: The mea-
sured reactor ⌫̄e rate as a function of the distance from the reactor,
normalized to the theoretical prediction of Huber+Mueller model.
The rate is corrected by 3-flavor neutrino oscillations at the distance
of each experiment. The blue shaded region represents the global av-
erage and its 1� uncertainty. The 2.7% model uncertainty is shown
as a band around unity. The measurements at same baseline are com-
bined together for clarity. The Daya Bay measurement is shown at
the flux-weighted baseline (573 m) of the two near halls.
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of the scintillator light yield and the electronics response. The279

energy scale uncertainty is about 1% in the energy range of280

reactor antineutrinos [33]. The second method uses a full-281

detector simulation based on Geant4 [34] with the detector282

response tuned by the calibration data. Both methods produce283

consistent predictions for the prompt energy above 1.25 MeV.284

The uncertainty below 1.25 MeV is inflated to cover the dif-285

ference between the two methods.286
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FIG. 2. (Panel A) Predicted and measured prompt energy spectra.
The prediction is based on the Huber+Mueller model and normal-
ized to the number of measured events. The gray hatched (only in
panel B) and red filled bands represent the square-root of diagonal
elements of the covariance matrix (

p
(Vii)) for the reactor related

and the full (reactor, detector and background) systematic uncertain-
ties, respectively. The error bars on the data points represent the sta-
tistical uncertainty. (Panel B) Ratio of the measured prompt energy
spectrum to the predicted spectrum (Huber+Mueller model). The
blue curve shows the ratio of the prediction based on the ILL+Vogel
model to the Huber+Mueller model. (Panel C) The defined �2 dis-
tribution ( e�i) of each bin (black solid curve) and local p-values for
1 MeV energy windows (magenta dashed curve). See text for the
definitions of those variables.

Figure 2 shows the comparison of the observed prompt en-287

ergy spectrum with the predictions. The predicted spectra288

were normalized to the measurement and the discrepancy in289

the absolute rate was removed. Compatibilities of the predic-290

tions and the data were tested by evaluating the �2 defined291

as:292

�2 =
X

i,j

(Nobs

i �Npred

i )V �1

ij (Nobs

j �Npred

j ), (4)

where Nobs(pred)

i is the observed(predicted) number of events293

at i-th prompt energy bin and V is the covariance matrix that294

includes all the statistical and systematic uncertainties. A295

comparison to the Huber+Mueller model yields a �2/NDF of296

43.2/24 in the full energy range from 0.7 to 12 MeV, corre-297

sponding to a 2.6� discrepancy. The ILL+Vogel model shows298

a similar level of discrepancy from the data at 2.4�. Though299

the absolute spectral discrepancy between data and predic-300

tions is obvious, it does not impact the sin2 2✓
13

and �m2

ee301

measurements of experiments that use relative spectral infor-302

mation of detectors between near and far sites.303

To further evaluate the significance of the discrepancy, the304

ratio of the measured to predicted energy spectra is shown in305

panel B of Fig. 2. The spectral discrepancy around 5 MeV306

prompt energy is visible. Two approaches are adopted to eval-307

uate the local significance of this discrepancy. The first is308

based on the �2 contribution of each energy bin, which is eval-309

uated by:310

e�i =
Nobs

i �Npred

i

|Nobs

i �Npred

i |

sX

j

�2

ij ,

where �2

ij = (Nobs

i �Npred

i )V �1

ij (Nobs

j �Npred

j ).

(5)

As shown in panel C of Fig. 2, an enhanced contribution is vis-311

ible around 5 MeV. In the second approach, the significance312

of the deviation is reported through p-values calculated with313

local energy windows. In practice, a free-floating nuisance314

parameter for normalization of each bin in a chosen energy315

window was introduced to the oscillation fitter. The difference316

between minimum �2s before and after introducing these nui-317

sance parameters was used to evaluate the p-value of the lo-318

cal variation from the theoretical model. The p-values with319

1 MeV energy window are shown in the panel C of Fig. 2.320

Moreover, the p-value is 5.4⇥ 10�5 for a 2 MeV energy win-321

dow between 4 and 6 MeV, which corresponds to a 4.0� devi-322

ation. The ILL+Vogel model shows similar level of local dis-323

crepancy from data between 4 and 6 MeV. The discrepancy324

is found to be time-independent and correlated with reactor325

power, therefore disfavoring hypotheses involving detector re-326

sponse and unknown backgrounds. A recent ab-initio calcu-327

lation of the antineutrino spectrum shows a similar deviation328

from previous predictions in the 4-6 MeV energy region [35],329

and identified prominent fission daughter isotopes as a poten-330

tial explanation, as is similarly discussed in Ref. [36]. Further-331

more, a recent evaluation of uncertainties in forbidden decays332

suggests an additional 4% uncertainty in both rate and spectral333

shape of reactor flux models using beta-to-antineutrino con-334

versions [37], which may also account for the discrepancy.335

A generic reactor antineutrino spectrum for IBD reac-336

tions was extracted from the measurement to provide a337

model-independent method for predicting reactor antineu-338

trino flux and spectra. The generic spectrum was obtained339

by first summing the prompt energy spectra of the three340

near site ADs weighted by their target mass relative to av-341

eraged target mass of all ADs Mn: Scombined(Eprompt) =342 P
3

i=1

Si(Eprompt)Mi/Mn. Detector response effects were343

then removed by unfolding the combined prompt spectrum344

Scombined(Eprompt) to an antineutrino spectrum Scombined(E)345
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response tuned by the calibration data. Both methods produce283
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FIG. 2. (Panel A) Predicted and measured prompt energy spectra.
The prediction is based on the Huber+Mueller model and normal-
ized to the number of measured events. The gray hatched (only in
panel B) and red filled bands represent the square-root of diagonal
elements of the covariance matrix (

p
(Vii)) for the reactor related

and the full (reactor, detector and background) systematic uncertain-
ties, respectively. The error bars on the data points represent the sta-
tistical uncertainty. (Panel B) Ratio of the measured prompt energy
spectrum to the predicted spectrum (Huber+Mueller model). The
blue curve shows the ratio of the prediction based on the ILL+Vogel
model to the Huber+Mueller model. (Panel C) The defined �2 dis-
tribution ( e�i) of each bin (black solid curve) and local p-values for
1 MeV energy windows (magenta dashed curve). See text for the
definitions of those variables.

Figure 2 shows the comparison of the observed prompt en-287

ergy spectrum with the predictions. The predicted spectra288

were normalized to the measurement and the discrepancy in289

the absolute rate was removed. Compatibilities of the predic-290

tions and the data were tested by evaluating the �2 defined291

as:292

�2 =
X

i,j

(Nobs

i �Npred

i )V �1

ij (Nobs

j �Npred

j ), (4)

where Nobs(pred)

i is the observed(predicted) number of events293

at i-th prompt energy bin and V is the covariance matrix that294

includes all the statistical and systematic uncertainties. A295

comparison to the Huber+Mueller model yields a �2/NDF of296

43.2/24 in the full energy range from 0.7 to 12 MeV, corre-297

sponding to a 2.6� discrepancy. The ILL+Vogel model shows298

a similar level of discrepancy from the data at 2.4�. Though299

the absolute spectral discrepancy between data and predic-300

tions is obvious, it does not impact the sin2 2✓
13

and �m2

ee301

measurements of experiments that use relative spectral infor-302

mation of detectors between near and far sites.303

To further evaluate the significance of the discrepancy, the304

ratio of the measured to predicted energy spectra is shown in305

panel B of Fig. 2. The spectral discrepancy around 5 MeV306

prompt energy is visible. Two approaches are adopted to eval-307

uate the local significance of this discrepancy. The first is308

based on the �2 contribution of each energy bin, which is eval-309

uated by:310

e�i =
Nobs

i �Npred

i

|Nobs

i �Npred

i |

sX

j

�2

ij ,

where �2

ij = (Nobs

i �Npred

i )V �1

ij (Nobs

j �Npred

j ).

(5)

As shown in panel C of Fig. 2, an enhanced contribution is vis-311

ible around 5 MeV. In the second approach, the significance312

of the deviation is reported through p-values calculated with313

local energy windows. In practice, a free-floating nuisance314

parameter for normalization of each bin in a chosen energy315

window was introduced to the oscillation fitter. The difference316

between minimum �2s before and after introducing these nui-317

sance parameters was used to evaluate the p-value of the lo-318

cal variation from the theoretical model. The p-values with319

1 MeV energy window are shown in the panel C of Fig. 2.320

Moreover, the p-value is 5.4⇥ 10�5 for a 2 MeV energy win-321

dow between 4 and 6 MeV, which corresponds to a 4.0� devi-322

ation. The ILL+Vogel model shows similar level of local dis-323

crepancy from data between 4 and 6 MeV. The discrepancy324

is found to be time-independent and correlated with reactor325

power, therefore disfavoring hypotheses involving detector re-326

sponse and unknown backgrounds. A recent ab-initio calcu-327

lation of the antineutrino spectrum shows a similar deviation328

from previous predictions in the 4-6 MeV energy region [35],329

and identified prominent fission daughter isotopes as a poten-330

tial explanation, as is similarly discussed in Ref. [36]. Further-331

more, a recent evaluation of uncertainties in forbidden decays332

suggests an additional 4% uncertainty in both rate and spectral333

shape of reactor flux models using beta-to-antineutrino con-334

versions [37], which may also account for the discrepancy.335

A generic reactor antineutrino spectrum for IBD reac-336

tions was extracted from the measurement to provide a337

model-independent method for predicting reactor antineu-338

trino flux and spectra. The generic spectrum was obtained339

by first summing the prompt energy spectra of the three340

near site ADs weighted by their target mass relative to av-341

eraged target mass of all ADs Mn: Scombined(Eprompt) =342 P
3

i=1

Si(Eprompt)Mi/Mn. Detector response effects were343

then removed by unfolding the combined prompt spectrum344

Scombined(Eprompt) to an antineutrino spectrum Scombined(E)345

Measurement inconsistent with the 
traditional predictions based on β- 

spectrum conversion

Spectral shape Absolute flux
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Data Bay Experiment provided 
• Most precise measurement of sin22θ13 and |Δm2ee| with comparable 

precision to the accelerator experiments 

• Independent measurement  sin22θ13 using neutron capture on 
hydrogen 

• Most stringent limit for neutrino mixing to light sterile neutrino for new 
mass squared splitting |Δm241|<0.1 eV2 

• Reactor antineutrino spectrum inconsistent with traditional 
predictions 

• Reactor antineutrino flux consistent with other experiments but 
inconsistent with predictions

Summary
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Summary

• Based on 563 days of data the Daya Bay Experiment measured

sin2 2✓13 = 0.084± 0.005

|�m2
ee | = 2.44+0.10

�0.11 ⇥ 10�3 eV2

• Precise measurement together with large value of ✓13 allows future
experiments to investigate the CP-violation in a lepton sector and
the neutrino mass hierarchy

• Independent measurement of ✓13 using neutron capture on hydrogen
results in

sin2 2✓13 = 0.083± 0.018

• In the region 10�3 eV2 < �m2
41 < 10�1 eV2 we set the most

strength limit in the search for sterile neutrinos

• Out measurement of absolute reactor anti neutrino flux is consistent
with previous experiments and match to the so called ’reactor
anomaly’
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Evolution of the sin22θ13 value
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Reactor power correlated with detected IBD rate
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Ab initio calculation of reactor antineutrino 
energy spectrum

18

of any initial fission daughter. On average, the daughter
isotopes of each fission undergo six beta decays until
reaching stability. For short-lived isotopes, the decay rate
Ri is approximately equal to the fission rate Rf

p of the parent
isotope p times the cumulative yield of the isotope i,

Ri ≃
X

p

Rf
pYc

pi: ð2Þ

The Evaluated Nuclear Data File (ENDF) B.VII.1 compiled
nuclear data contain tables of the cumulative fission yields of
1325 fission daughter isotopes, including relevant nuclear
isomers [18,19]. Evaluated nuclear structure data files
(ENSDF) provide tables of known beta decay end-point
energies and branching fractions for many isotopes [20].
Over 4000 beta decay branches having end points above
the 1.8 MeV inverse beta decay threshold are found. The
spectrum of each beta decay SijðEνÞ was calculated includ-
ing Coulomb [21], radiative [22], finite nuclear size, and
weak magnetism corrections [13]. In the following calcu-
lations, we begin by assuming that all decays have the
allowed Gamow-Teller spectral shapes. The impact of
forbidden shape corrections will be discussed later in the text.
The upper panel of Fig. 1 shows the β− spectrum per

fission of 235U calculated according to Eq. (1). The β−

spectrum measured in the 1980s using the BILL spectrom-
eter is shown for comparison [6]. Both spectra are absolutely
normalized in units of electrons per MeV per fission. The
lower panel shows the calculated νe spectrum for a nominal
nuclear fuel with relative fission rates of 0.584, 0.076, 0.29,
0.05 respectively for the parents 235U, 238U, 239Pu, 241Pu.
The spectra have been weighted by the cross section of
inverse beta decay to more closely correspond to the spectra
observed by experiments. Prediction of the νe spectrum by
β− conversion of the BILL measurements [11,12] shows a
different spectral shape. In particular, there is an excess
near 6 MeV in our calculated spectrum not shown by the
β− conversion method. Note that the hybrid approach of
Ref. [11] used the ab initio calculation to predict most of
the β− and νe spectra, but additional fictional β− branches
were added so that the overall electron spectra would match
the BILL measurements. The corresponding νe spectra for
these branches were estimated using the β− conversion
method. Since this method is constrained to match the BILL
measurements, it is grouped with the other β− conversion
predictions. An alternate ab initio calculation presented in
Ref. [17] is consistent with our prediction below 5 MeV, but
deviates at 6 MeV.
The significant differences between the calculation and

BILL measurements are generally attributed to the system-
atic uncertainties in the ab initio calculation. The 1σ
uncertainty bands presented here include only the stated
uncertainties in the cumulative yields and branching frac-
tions. Three additional systematic uncertainties are promi-
nent but not included: data missing from nuclear databases,
biased branching fractions, and beta decay spectral shape
corrections.

Missing data.—It is possible that the ENDF/B tabulated
fission yields lack data on rare and very short-lived isotopes
far from the region of nuclear stability. In Ref. [16], it was
argued that this missing data would favor higher-energy
decays. For the known fission daughters, ∼6% of the
yielded isotopes have no measured beta decay information.
Both of these effects result in an underprediction of the νe
spectrum at all energies.
Biased branching fractions.—The branching informa-

tion of known isotopes may be incomplete or biased.
For example the Pandemonium effect can cause a system-
atic bias, enhancing branching fractions at higher energies
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FIG. 1 (color online). (a) Ab initio nuclear calculation of the
cumulative β− energy spectrum per fission of 235U exposed to
thermal neutrons (solid red), including 1σ uncertainties due to
fission yields and branching fractions. The measured β− spectrum
from Ref. [6] is included for reference (dashed blue). (b) Ratios of
each spectrum relative to the BILL measurement. (c) The corre-
sponding ν̄e spectrum per fission in a nominal reactor weighted by
the inverse beta decay cross section (solid red), compared with that
obtained by the β− conversion method (dashed blue [12], dotted
green [11]), and an alternate ab initio calculation (dash-dotted
blue-green [17]). See text for discussion of uncertainties. (d) Ratios
of each relative to the Huber calculation. Measurements of the
positron spectra (green [23], brown [24], black [25]) are similar to
our ab initio calculation, assuming the approximate relation
Eν̄≃Eeþþ0.8MeV.To comparewith the calculated spectral shape,
measurement normalizations were adjusted approximately −5%.
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