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Abstract

We investigate gauge/gravity duality for gauge theories in de Sitter space.
More precisely, we study a five-dimensional consistent truncation of type I1IB
supergravity, which encompasses a wide variety of gravity duals of strongly
coupled gauge theories, including the Maldacena-Nunez solution and its walk-
ing deformations. We find several solutions of the 5d theory with dS, space-
time and nontrivial profiles for (some of) the scalars along the fifth (radial)
direction. In the process, we prove that one of the equations of motion be-
comes dependent on the others, for nontrivial warp factor. This dependence
reduces the number of field equations and, thus, turns out to be crucial for
the existence of solutions with (A)dS, spacetime. Finally, we comment on
the implications of our dS; solutions for building gravity duals of Glueball

Inflation.
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1 Introduction

Since the astronomical observations of [1] indicated that the expansion of the Universe
is accelerating at present, which is consistent with having a (small, but non-vanishing)
positive cosmological constant, there has been a huge interest in understanding quantum
field theory in de Sitter space [2], as well as in finding dS solutions in string compactifi-
cations with stabilized moduli [3]. However, despite recent progress in either topic, these
are still rather difficult endeavors. This has motivated a search for alternative approaches
in the vein of attempts to develop holographic descriptions of physics in de Sitter space
via proposed dS/CFT [4] or dS/dS [5] correspondences!]

4In this “dS/dS” correspondence the relation is between a dSy space and a CFT on a dSq_; space.



The most promising direction, though, for studying nonperturbative effects in gauge
theories living in de Sitter space is via extensions of the gauge/gravity duality, that arose
from [0, [7, B, O], with a curved 4d spacetime instead of a flat one. This kind of idea
was explored in [10], where a solution of type IIB supergravity with a Wick rotated RR
scalar was used.E] The ten-dimensional metric of that solution has a 4d de Sitter part,
that can be viewed as the spacetime for a certain gauge theory. The same truncation of
type IIB, with Wick rotated RR scalar, was also utilized in [13] to study more involved
4d cosmological backgrounds. However, this solution is rather peculiar, due to its reliance
on a Wick rotated 10d field.

Our goal here will be to find solutions with a d.S, spacetime within the framework of
the five-dimensional consistent truncation of type IIB, established in [14], that describes
the gravity duals of a broad class of confining gauge theories. In particular, this frame-
work encompasses the Maldacena-Nunez [I5] and Klebanov-Strassler [16] solutions, which
provide gravitational duals to N' =1 SYM, as well as the more recently found solutions
[T7, (18, 19], which give duals to strongly coupled gauge theories with more than one
dynamical scale.

We will study the equations of motion of the effective 5d action relevant for the con-
sistent truncation of [14]. We will show that, for a metric ansatz compatible with a 4d
cosmological constant (of either sign), there is a reduction in the number of independent
equations by one, under a certain condition. This is of crucial importance for the exis-
tence of solutions, as otherwise generically the system is overdetermined for the physically
desirable metric ansatz. We establish this result for a cosmological constant of either sign,
because AdS, solutions in this context are in principle also of interest, for example, for
realizations of the Karch-Randall model of locally localized gravity [20]. We will not
investigate AdS, solutions here, though.

We will find several solutions with dS4 spacetime and with only a subset of the 5d fields
having nontrivial profiles along the fifth (radial) direction. These solutions occur within
certain approximations, similar to the approximation in which the walking solution of [17]
is found. It would be interesting to understand, in the future, whether that similarity
has a deeper meaning. Finally, we will discuss the relevance of the present considerations
for Cosmological Inflation. Of course, de Sitter space is the leading approximation to

the spacetime during Inflation. But, more importantly, being able to address strongly-

°See also [I1] for a holographic model of QFTs in de Sitter space, based on a dS; foliation of a
(d 4+ 1)-dimensional asymptotically AdS space. This model was further used in [12] to study thermal
QFT properties, as well as the Schwinger effect in de Sitter space.



coupled gauge dynamics during Inflation is of great significance for composite models
[21], 22], in which the role of the inflaton is played by a quark condensate or a glueball.
Our solutions with a dS, spacetime could provide the starting point for building a gravity
dual of Glueball Inflation, since a slowly varying Hubble parameter (as is the case in slow
roll Inflation) can be viewed as a small time-dependent deformation around a constant
one (the latter corresponding to the pure de Sitter space).

In the next section, we review relevant material about the consistent truncation of
[14]. In Section 3, we explain our ansatz for the 5d fields, including the metric, and derive
the resulting equations of motion. Furthermore, we show that, under a certain condition,
one of those equations becomes dependent on the others and, as a result, is automatically
satisfied when they are. We also show that there is an additional consistent truncation in
the scalar sector that one can make. In Section 4, we look for solutions of the equations of
motion. In Subsection 4.1 we find analytically an explicit and rather simple solution with
a positive 4d cosmological constant. In Subsection 4.2 we show numerically that there is
an interesting class of solutions with a natural upper bound for the radial variable. In
Appendix A we investigate the allowed parameter space for those numerical solutions.
Finally, in Sections 5 and 6 we discuss the relevance of our considerations for Glueball

Inflation and summarize the results of this paper.

2 Consistent truncation to a 5d theory

We will look for solutions within the consistent truncation of type IIB to a 5d theory, found
n [14]. This set-up encompasses a variety of gravity duals of confining strongly-coupled
gauge theories including the famous Maldacena-Nunez [15] and Klebanov-Strassler [16]
N =1 solutions, as well as their deformations [17, [18, [19] describing gauge theories with
multi-scale dynamics.

The bosonic fields of IIB supergravity are the 10d metric gag(z™), the string dilaton
(M), the RR scalar C(xM), the NS 3-form field-strength Hs(z*), and the RR 3-form
F3(z™) and 5-form Fy(2™) fields, where A, B, M = 0, ...,9. The ansatz for the consistent

truncation of interest for us is the following. The metric is:

dsioy = €P7dsiy + ¢TI + wi) + e TI[(@1 + awr)? 4 (D — aws)?]

+ e %P0y 4 ws)? : 52, = grsdr'ds’ : (2.1)



where

o = costdl + sin ¢ sin édgb , wy =db
@y = —sinydf + cosisin édg?) , wy = sinfdyp |
@3 = dip+cosfdp wsg = cosfOdp . (2.2)

The RR 3-form is:

F3 = P[—((D1+bw1)/\(d}2—bwg)/\(@3+w3)
+  (Orb)da’ A (—wi ADr +wa A2) + (1 — 0%)(wi Aws A@3)] (2.3)

where P = const. The remaining fields are:

and

Fs = F5 +*F5 , F5 = Quolsg , Q = const . (2.5)

Finally, the quantities p, x, g, a, b, ¢ in the above ansatz are all functions of the 5d
coordinates x/. In other words, these are six scalars in the 5d external space. Similarly,
the 5d metric g7y in also depends on 27, i.e. gr; = grs(z!).

Note that the full consistent truncation of [14] allows for H3 # 0 and that is, in fact,
needed to obtain the Klebanov-Strassler solution [16]; see [14] 23]. However, it is consistent
to set the NS three form Hz = 0 and we will do so in the following for simplicity[f] This
smaller consistent truncation still encompasses the Maldacena-Nunez solution [I5] and its
deformations [I7, [18], which describe walking gauge theories.

Substituting — into the ten-dimensional IIB action and integrating out the
compact internal dimensions, parameterized by the angular coordinates 6, ¢, 9~, @ and v,
one finds that the five-dimensional fields ®*(2) = { p(a?), z(21), g(z!), ¢(z1), a(x!), b(2T) }

and gr;(2!) are described by the action:

— | R 1 o
where the sigma model metric G;;(®) is diagonal and has the components

1 1 e % et
Gpp:67GmlevG99:§7G¢¢:Z>Gaa:Tabe: 9

(2.7)

6We will comment more on the consistency of taking Hs = 0 later.



and, finally, the potential V(&) has the form

2p—2x —4p—4x
V(®) = — 5 [e/+ (14 a*)e™?] + 3 (€% + (a® — 1)%e™% + 2a?]
a2 ph—20+8p
+ 7 e 2T 4 p? s (€% + e %(a® — 2ab + 1)* + 2(a — b)?]
€8p—4az
+ Q@ : (2.8)
8
Let us note that the equations of motion, that follow from the action ([2.6|), are:
V' + G g (0,97)(0,97) -V = 0,
. ) 4
_R]J + 2 Gi]‘ (8[(I>Z)(8J<I>J) + g gUV =0 R (29)

where V2 = V; V! and V' = GV} with V; = 2¥-. From ({2.7) it is easy to compute that

the Christoffel symbols gijk for the metric Gj; are:

1
ggb:§ ;G =—1 Goo=—1 , Gl=e™
o N P26¢721
Gy = —P?e*  Gpy = 5 (2.10)

with all other components vanishing.

3 Metric ansatz and field equations

In the context of the gauge/gravity duality, one can find gravitational duals of some
strongly coupled gauge theories living in Minkowski space by solving with the metric
ansatz

ds? = 2y, datda” + d2* ; (3.1)

the scalars ® then describe glueball states in the dual gauge theory. For example, the

Maldacena-Nunez solution [I5] is obtained for

1
Q=0 , b=a |, xzig—?)p , ¢=—06p—g—2InP (3.2)

and some particular functions a = a(z), g = g(z) and p = p(z); for more details see
14, 23],
Here, instead, we will be interested in solutions of ([2.9)) with a curved four-dimensional

spacetime. More precisely, we will take the 5d metric ansatz to be:
ds? = 2P g,, datdx” + dz* (3.3)

5



where the 4d metric g, is de Sitter or anti-de Sitter and thus satisfies
R, = Agu with A = const . (3.4)

Clearly, dS4 corresponds to A > 0, whereas AdS; to A < 0. The dS case is of great
interest because of both the Inflationary epoch in the Early Universe and the present day
accelerated expansion of the Universe. The AdS case is relevant for the Karch-Randall
model of locally localized gravity [20] and the related study of defect CFTs [24].

To be more explicit, let us write the dS; metric as:
g datdz” = —dt* + V5t (3.5)
and the AdS, one as:
Gudrtdr” = 6_2\/¥9E3(—dt2 + da? + dx3) + dx; . (3.6)

With these metric ansatze, we will look for solutions of (2.9) for some nontrivial scalar
profiles of the form
P = d(z) . (3.7)

It is easy to realize that for both cases, (3.5) and (3.6]), the action of the 5d operator
V? = 0;0" + T'1,0; has the same form:

V2! = (9')" +4A4' ("), (3.8)

where we have denoted ' = 0,. The reason is that for every value of ;= 0,...,3 the 5d
Christoffel symbol components T = A’, as well as I';, = 0, for both (3.5) and (3.6).
Hence the scalar field equations in ((2.9)) are

(@) + 4A/(27) + G'jn(@7) (27) = GVV; =0 (3.9)

regardless of whether the 4d metric g, in (3.3) is taken to be de Sitter or anti-de Sitter.

To write out explicitly the metric equations in (2.9)), let us first compute the compo-
nents of the Ricci tensor. For the dS case, namely (3.3) with (3.5]) substituted, we easily
find:

Rtt = —A + €2A (414/2 + A//)
Ryngn = V3'[A—eA (4424 47)] | n=1,23
R.., = —4A" —4A" (3.10)



with all other components vanishing. Using (3.10]), it is easy to see that the (¢¢) component
of the second equation in (2.9)) gives, up to an overall sign, exactly the same as the (z"z")

components. That equation is:
—Ae‘2A+4A’2+A”—I—§V =0. (3.11)
Finally, the (z2) component of gives:
4A" +4A% + 2G;(DY (@7 + %v =0. (3.12)

For the AdS case, i.e. (3.3) with (3.6) substituted, the Ricci tensor components are

somewhat different:

R, = o2 —2 a3 [—A+€2A (4A/2+A//)]

Ryngn = e 2V755 [N 2 (447 4+ A™)] |, n=1,2
RxSIS — A—€2A(4A/2—|—AI/2)
R., = —4A" —4A" (3.13)

However, taking into account the difference in the 4d metric, this leads again exactly to
equations (3.11)) and (3.12)).

Summarizing, the system of field equations that we want to study is:

((I)i)// —|—4Al(q)i)/ +Qijk(¢j)’(¢>k)’ . G”VJ = 0

—Ae A 1 4A” 1 A"+ gv =0

. ) 4
4A" + 4A” 4+ 2G(DY (D7) + SV o= 0. (3.14)

The difference in , between having de Sitter and anti-de Sitter g,,, metrics in (3.3),
is only in the sign of the 4d cosmological constant A. Note that there is one more equation
in than there are unknown functions ®‘(z), A(z). So, at first sight, it is not clear
whether this system can have any solutions. However, we will show now that, in fact, one
of the equations is not independent of the others. Namely, it is automatically satisfied

whenever the rest of the equations of motion are solved.

3.1 Dependent equation of motion

Here we will show that one of the equations of motion in (3.14]) is dependent on the
remaining ones. The dependent equation turns out to be one of the last two, namely one

of the metric field equations.



For convenience, let us introduce the following notation:

E1 :  (®Y) +4A (DY) + G'j(®7) (PF) — GV =0
4
E2 @ —Aep4A? 4 A"+ SV =0
) ) 4
E3 :  4A" 4+ 4A% +2G; (DY) (97) + 3V =0. (3.15)

Now let us take combinations of E2 and E3 in such a way that A” and A”? will appear in

separate equations. Namely, consider:

N2=E3—-E2 : Ae™2A 4+ 3A7 4+ 2G;(9Y) (97) =0, (3.16)
N3 =4E2 - E3 —4NeTH L1247 14V — 2G5 (0N (97) =0 .

From N2 we have: . 5
A" = —ghe = SG (@Y (@) (3.17)

Note that, for A > 0, the above relation implies the condition A” < 0 for there to be a
solution, since Gj; is diagonal and with positive components; see ([2.7)).
Next, let us differentiate the left hand side of N3 with respect to z:

Lans = 8AA' ™4 1 24 A" A" 4+ AV (DY) — 20,Gij(DF) (@) (D7) — 4Gy;(D))" (D7) . (3.18)
Substituting (3.17)) into (3.18)), we find:
Lany = —16A'Gy;(9") (7) — 20,Gy5 (%) (®")'(¥7)' + 4(¥7)' [V; — G5(2)"] ,  (3.19)

where in the last term we have combined the third and fifth terms in (3.18]) for convenience.

Now, from E1 we have:
Vi = Giy(®)" +4G;A'() + Gy Ga(2°)' (@) (3.20)
Substituting this into , we are left with:
Lans = —20uGyj () (7 (®7) + 4G4;G 1 (7) (@) (D). (3.21)

To rewrite the last term in a convenient form, note that the standard expression for the
Christoffel symbols

. 1 ..
G'u = §G” (0kGji + 0,Grj — 0;Gri) (3.22)

immediately implies:

1
Gijgzkl — 5 (aijl —|— alej - 8ijl) . (323)

8



Using this, it is easy to see that the second term in becomes:

4G 5G (D7) (Y (1) = 20,Gij (PY) (PF) (®7) . (3.24)
Hence, we finally find that

Lgns =0 (3.25)

identically. Note that to reach this result we relied on the assumption that A # const,
otherwise A” would not appear in . So our derivation of is valid only for
nontrivial warp factors A(z). Clearly, if A = const the system simplifies right
away. In fact, since Gj; is diagonal, it is obvious that for A = const and A > 0 there is
no solution as equations £2 and E3 are incompatible.

The result shows that, for nontrivial warp factor A, equations F'1, N2 and dN3
(i.e. the derivative of N3) are not independent. We chose, for convenience, to use E1 and
N2 inside dN3, in order to obtain that dN3 is identically satisfied. However, we could
have equally well solved algebraically for A” from dN3, i.e. =0, and substituted the
result in N2. The subsequent manipulations would have been the same. In other words,
we can interpret the above dependency between the field equations as the statement that
equation N2 is solved automatically, whenever equations E'1 and N3 are (clearly, if N3

is satisfied, then so is dN3). Hence N2 can be dropped, leaving us with the system
(q)i)// —|—4A/((I)i)/ + gijk(q)j)/(q)k)/ o Gz]‘/] = 0
—4Ae 2 L1247 + 4V — 2G5 (0N (®7) = 0. (3.26)
Therefore, there are equal numbers of equations and of unknown functions. This is a
rather important statement as the metric ansatz (3.3))-(3.5))/(3.6)), which we want for
physical reasons, at first sight seemed to have one function less than needed. So it seemed

that it might be (near) impossible to find solutions with that ansatz. Now, however, we

see that the number of functions is just right.

3.2 Simplification in scalar sector

The system (3.26) is still rather daunting to address in full generality. However, in this
subsection we will show that it is consistent to set three of the six scalar fields ®'(z)
to zero. The resulting simplification will be of crucial importance for finding analytic
solutions in the following.

To understand which scalars one can set to zero in the full coupled system, let us first

write down more explicitly all scalar field equations, namely:
V20! + G (¥7) (%) — GV =0 . (3.27)

9



Using ([2.10)), equations (3.27)) acquire the form:
Vp—VP =0,
Vi +GL)>?—VE=0,
Vig+Go ()P -VIi=0,
V2 +Gh(t)?—Ve =0,
Via+Ghgd —Vi=0,

V2 + G o't + Gl 't — VP =0 | (3.28)

where V2 is as in (3.8). Now, from one can see that all terms in V¢ and V' are
proportional to at least one power of a or of b. Thus, if we take a = 0 and b = 0, then both
the V2a equation and the V?b equation in (3.28)) will be identically satisfied. Similarly,
one can find from that V9 = 0, when g = 0 and a = 0. Therefore, the V¢ equation
of motion in (3.28) is identically satisfied when ¢ and a vanish. Summarizing, we can
consistently set:

g=0 , a=0 , b=0 (3.29)
and drop the Vg, V?a and V?b equations of motion[] Then the system (3.28) reduces
to:

P4+ AAY — VP =0,
2 +4A 2 -V =0,

¢+ 4AY -V =0 . (3.30)
Note also that, upon imposing (3.29)), the last field equation in (3.26)) becomes:
1
4Ne™?A —12A"% 4 12p” + 227 + §¢’2 —4V =0. (3.31)
Finally, substituting (3.29) into the potential ({2.8]), we find:
e—4p—4x €8p—2x+¢> e8p—4x
Ve = — P —— Q" (3.32)

"This is a convenient place to comment on taking Hs = 0 in the ansatz of Section 2. That this is
consistent seems well known in the literature. However, we have not seen a more detailed discussion,
like the one presented here for . So let us briefly outline why this is the case. If Hs # 0, then
according to (3.8) of [I4] there are two more independent scalars to consider, hy and hs in their notation.
So now ®' = {p,z,g,¢,a,b,h1,ha}. The components of the sigma model metric G;;(®) do not depend
on hy o and there are no nonzero mixed components of the form GhL2 pi With P # hi9; see (3.13) of
[I4]. Hence all additional nonvanishing components of the Christoffel symbols are of the form gg} By
Finally, V12|, _o=p, = 0, as can be seen from (3.14) of [I4]. So setting h; o = 0 satisfies the V2h; o
field equations and does not change at all the considerations regarding .

10



4 Solutions with dS, spacetime

In the following, we will adopt . Thus our goal will be to solve the system (3.30))-
(3.31) with the potential as in (3.32]). To gain better understanding, we would like to find
analytic solutions. For that purpose, it is rather useful to work in an approximation, in
which one of the terms in dominates over the others.

One limit that immediately comes to mind is taking P >> 1, since in microscopic

Ne
4

D5 branes sourcing the background. Alternatively, one could take () >> 1, where () is the

realizations of the duality P = S¢ (see, for instance, [17]) with N. being the number of

F;5 flux due to D3 brane sources. However, there is a wider range of possibilities that may

contain more interesting examples. To explain that, let us redefine the scalars p, x, ¢ as:

p(2) =p(z) +po , #(z)=2() +x0 , B(2) = (2) + o, (4.1)

where py = const, xg = const and ¢y = const. Then (3.32) becomes:

V= L e ﬁ 22 | N, Ny P2 eSP-2+9 n N3Q? efp—43 (42)
N;Nxél 4 Na? N§ 4 N;:l ;) .
where for convenience we have denoted
N,=e™ | Ny,=e™ , Ny=e® . (4.3)

Clearly then, we can pick different terms in (4.2]) to be dominant by taking suitable limits
for different ratios of the constants N,, N,, Ny, P and (). This is rather similar to the
walking solutions of [I7]. Namely, there is an integration constant, denoted by ¢ there,

such that the walking backgrounds are approximate solutions in the limit & > 1.

4.1 Explicit solution

It turns out that a de Sitter solution (i.e. with A > 0), which is our primary interest, can
be found analytically in the limit in which the second term in (4.2) is dominant. Clearly,

one condition to achieve such a limit is

N, 1
N NeN? (4.4)
x P x
which implies the constraint
1

11



Another condition, from comparing the second and third terms in (4.2)), is

/2
N, NN i1
Finally, comparing the second and fourth terms, we have:
N, M@ s N
— > —— = N> < — 4.7
NN P D
To summarize, by assuming
E << Np << Smaller Of {W s 6} s (48)
we ensure that the potential (4.2]) simplifies to:
N2
Vo — ng e (4.9)

Let us for convenience denote N* = N?/NZ and drop the tildes from now on. So we write

(4.9) as:
Va — N2e2e (4.10)

Note that one could take either P = 0 or @ = 0 in (4.2)), in which case the {, } bracket
in (4.8) simplifies in the obvious manner.

4.1.1 Reducing the scalar sector
From (4.10) we find that:
V, ~ =22 N? |V, m2eTH N Va0 (4.11)

The vanishing of V4 immediately implies that we can solve the third equation in (3.30))

by taking
$=0. (4.12)
In addition, from (4.11]) we see that:
Veo=-V,, (4.13)
which upon using (2.7)) gives:
VT = 6V . (4.14)



It is clear then that, by taking
r=—06p, (4.15)

we can ensure that the field equation x” + 44’2’ — V* = 0 becomes exactly the same as
P’ +4A’p — VP = 0. So, adopting (4.15)), we reduce the system to a single scalar p(z)
with the potential V = —N2el4,

4.1.2 Solving the field equations

Substituting (4.12)) and (4.15) into (3.30))-(3.31]), we obtain the system:

N2
p//+4A/p/+?el4p = 0

4he™h — 124" 4 84p” + 4N = 0. (4.16)

We will leave for the future solving the above system (analytically) in full generality and,
instead, will find here a particular solution of a rather simple form. To do that note that
24 and e, in this system. So it seems logical
to expect that it may be possible to find a solution of , when those two exponentials

are equal to each other up to a constant. Hence, let us make the ansatz:

there are only two kinds of exponentials, e~

A(z) = =Tp(z) + co , (4.17)

where ¢y = const. Substituting (4.17)) into (4.16)), we find:

2
p// _ 28p/2 + ielﬁlp — O

3
4A
( o T 4N2> e —504p? = 0. (4.18)
e Cy
Let us for convenience introduce the notation
4A
a=—-+4N* and B =504, (4.19)
e Cy

so that the second equation in (4.18) can be written as:
ae' —Bp?=0. (4.20)

Solving this algebraically for e!*” in terms of p'? and substituting the result in the first

equation of (4.18)), we find:
P —yp?=0, (4.21)

13



where we have denoted N5
=28— ——. 4.22
gl T (4.22)
Now the system we need to solve is (4.20))-(4.21]). The question is whether we can choose
the integration constants so that both equations are satisfied simultaneously.

The general solution of (4.20)) is:
1 s
=—In|l——|, 4.23
niz) =g n[49oz(z—01)2] (4.23)
where (' is an integration constant. For later convenience, let us write this as:

pi(z) = - {m (‘%‘) +21n(z — 01)] . (4.24)

The general solution of (4.21)) is:
1
pa(2) = - In(y2C5 +7C3) (4.25)

where Cy and C3 are integration constants. Since the latter are arbitrary, we can rescale

them by another constant x and write:
1
pa(z) = - [In(yk) + In(zCy + C5) | . (4.26)

Let us now compare (4.26]) to (4.24]). Clearly, the two expressions can be made equal if

we take:

1/2
Co=1 , C3=-Ci1=C , ~=T7 , H:(%) . (4.27)

However, unlike C 23 and x, which until (4.27) were arbitrary, v was already given in
(4.22). So we need to satisfy one more condition, namely:

N2 3
7T=28——— 4.28
2 (4.28)

in order to have a solution. Substituting the definitions of o and § from (4.19)), the

relation (4.28) becomes:
A =e*N? (4.29)

Clearly, this condition means that A is positive-definite and thus the 4d spacetime is de
Sitter.
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4.1.3 Summary and discussion

To summarize, we have found the solution:

p(z) = —% In(z+C) — % ln(%) ,
A(z) = In(z+0C) + % In (%) ) (4.30)

where in the constant term of A we have combined the constant coming from p(z) with
the contribution of ¢y as determined by . One can easily verify that this solution is
indeed correct by substituting into (4.16]), or equivalently into (3.15)) with g = 0,
a=0,b=0,¢0=00=—6pand V = —N2el,

Recall that in this set-up z is a radial variable with a natural range [0, 00). Clearly,
by choosing the integration constant C' > 0, we can ensure that the solution is regular
at the origin z = 0. Obviously, though, the expressions in diverge as z tends
to oo. However, in physical applications it may be sensible to introduce an upper cut-
off z., such that z € [0,z.]. This could be a (dynamical) physical scale above which
the model, based on the above solution, is not valid. For example, if we view the dSy
background corresponding to the solution (4.30]) as an approximation to the Inflationary
epoch in the Early Universe, then a natural choice for z. is the scale of onset of Inflation, or
perhaps the Hubble scale. Of course, when studying fluctuations in the above background,
perturbative stability will depend on the boundary conditions one imposes at z.. We leave
this very interesting issue for a future investigation.

Finally, let us comment on whether is valid in the approximations within which
we derived it, as should be the case. Such a question may arise at first sight, because
the solution for p(z), and thus also for z(z), depends on N, which could be large. Since
the dominance of the second term in (4.2)) was obtained by imposing constraints on the
coefficients N, , 4 only, it is natural to ask whether factors of N coming from the exponen-
tials of p(z) and x(z) could spoil this approximation. Fortunately, one can easily verify
that this does not happen. Indeed, in the first term in we havd’} e 74| __g, =
e ~ b = Sowr; in the second term: e*2|,__g, = €' ~ 5; in the third one:

N20/7 N2>
72|, __g, = €® ~ <57 and, finally, in the fourth term: e¥~4*|,__q, = 3%

~

N41'57 .
So even among the exponentials alone, for large N, the exponential of the second term

dominates when we have (4.30) and (4.15)). Hence this is a valid solution.

8 As before, we drop the tildes.
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4.2 Solutions for large P

The kind of reduction of the scalar sector to a single independent field, that we found in
Subsection [4.1.1], is not unique to the limit in which the second term in dominates.
In fact, a similar reduction can be obtained for any of the four terms of the potential
being the leading one. Despite that, we did not find three more analogues of the solution
. It is instructive to understand why. So, following Section , we will outline the
relevant considerations for the case of another leading term in (4.2)).

Let us take the approximation

V~-—P%, (4.31)

where as before we have dropped the tildes. Clearly, the simplest, although certainly not
the only, way to ensure (4.31)) is to take

P>1 : Q=0 (4.32)

and N, ~ O(1) in (4.2). Note that any overall N factor in (4.31)) just rescales the
parameter P. So, for our purposes, there is no loss of generality by not including such a

factor in the potential here.

As in Section from (4.31]) we can deduce that setting
1

makes the equations of motion of x and ¢ equivalent. As a result, we are left with the

following scalar field equations:

1

V2¢ — €8p+2¢P2 V2p _ - €8p+2¢P2 (4 34)
, 3 . .
Adding and subtracting these two equations, we find
14
V* (8p+2¢) = EeW%P? and  V?(¢—3p)=0 . (4.35)

Obviously, the second equation above can be solved by taking
o=3p. (4.36)
Hence, the system (3.30))-(3.31) now becomes:

P’ +4AY — %614’?2 =0
ANe™A — 1247 +21p” — P2 = 0. (4.37)
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At this stage, one could make the ansatz
A(z) = =Tp(z) + const , (4.38)

as in . However then, going through the same steps as in Subsection , one finds
that the analogue of the last condition, i.e. equation , cannot be satisfied. The same
problem occurs for the limits, in which any of the remaining two terms in , i.e. the
first or the last, is the dominant one.

To understand what is the key difference that allowed the existence of the solution

(4.30), let us compare (4.16|) and (4.37). We see that both systems are of the form:

p”—i—4A’p’—nwL2ecp =0
Ahe A — 1247 + & =3y L% = 0, (4.39)

where 7, ¢, £ and w are numerical coefficients and the parameter L denotes N or P. In
fact, the coefficient € has to satisfy £ = % due to its origin from the system . Now,
substituting the ansatz A(z) = —g p(2) + ¢o in and performing the same steps as
in Subsection , we find again the system ae? — Bp'? = 0 and p” —vp'? = 0, but with

different coefficients «, 8 and ~; in particular:

—3nL*. (4.40)

Finally, the analogue of (4.29) gives:

(2 —Cw)ne*°L?
i .

A= (4.41)

When the potential is approximated by any of the other terms, except for the second one
in , it turns out that we always have 2 < (w with n > 0, and also S > 0. This would
seem to suggest that there is a solution with A < 0, i.e. AdS, spacetime. However,
was derived under the assumption that ae? — Bp'?> = 0 has a solution, which for 8 > 0
is only possible if @ > 0. The latter inequality, though, cannot be satisfied for A < 0,
since n > 0. The crucial difference for the second term in , compared to the above
considerations, is its overall minus sign. This leads to < 0, while still 2 < (w. So now
one can have A > 0 from , while o« > 0. This gives precisely the solution .
Although the system does not have a special solution similar to , we
can still extract certain information analytically. This will enable us to find a class of
interesting numerical solutions to . We turn to these considerations next.
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4.2.1 Reduction to single equation

Since our main interest is in de Sitter space, we would like to look for solutions with

A > 0. So let us for convenience introduce the Hubble parameter:

A

3

such that the scale factor in becomes the standard et
Now, we can rewrite the system in a more convenient form by introducing B(z)

H2

(4.42)

and q(z) via:
v A(z) = In (%) and  p(z) = %m (@) | (4.43)

Then (4.37) becomes:

q// B q/ 7q 4B/
¢ ¢ 3¢ ¢B’
3q/2 12 B/2 ) )
7q2 = ? +q — 12 B7 . (444)

Clearly, from the first equation above we can solve algebraically for % and substitute the

result in the second equation. This allows us to solve for B:

1 (7 q4 + 3q/2 _ 3qq”)2 3q/2
B = +q2 — . 4.45
2\@\/ q (4.45)

12 q2 q/2 7 q2

Now, substituting (4.45|) into the first equation of (4.44]), we obtain a third order factorized

differential equation for ¢ of the form F; x F, = 0, where

q/2 7
ot '="—43d
B 49q6 17 5 9q/3 76]3 q// q/ q// N 5(]”2
C36q¢ 0 2 74 28 ¢2 2q 2q 4q

F oo 4" (4.46)

So we have reduced solving the coupled system of differential equations (4.37)) to solving
either of the ODEs Fj and F5.
Actually, F| can be solved easily, giving:

3 4
=4/ = 4.47
a(z) \/;sin [(z + Co)C1] (4.47)
with C 2 being integration constants. Now, substituting (4.47)) into (4.45)), we find:

Cy
B= R (4.48)
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Hence, from it follows that the warp factor A is constant. However, recall from
Section that there is no solution for A > 0 and A = const. Indeed, one can verify
that the third equation (i.e. N2 in (3.16|), which for A = const is independent of the
other two) is not satisfied for the putative solution given by and . Therefore,
solving the system (4.37]) reduces to solving the single equation F3 in (4.46)).

4.2.2 Investigating the solutions

Since the differential equation F5 does not depend explicitly on z and is an odd function of
q and its derivatives, we can reduce its order by one via introducing the new independent

variable y = ¢(z) and the new function R(y) = ¢(z)%. Then F, becomes{)

49y° 9R R Ty’R' 5R”

R'=17y" — — 4.49
YTI8E 14y 2y 2R SR (4.49)
One can further simplify this equation by making the ansatz
49
R = n y 1+ T(ny)] , (4.50)

where T is an yet undetermined function. Substituting (4.50) into (4.49)), we find the

following equation for T'(w):

5 36 9 15 3
1+MT' =T - —T - —_T*>_ -7 _=7TT". 4.51
(1+7) 8 49 14 7 2 (4.51)

Note that this equation is invariant under a translation w — w — wg with wy being a
constant. Since, according to (4.50]), one has w = log(q), the w translation is equivalent
to a ¢ rescaling of the form ¢ — ¢/ qo with gy = e*°. In fact, it is useful to rewrite (4.50)

as:

q(z) = ing V1+T, (4.52)

where we have used that y = ¢ and R = ¢’2. Now it is easy to realize that a rescaling
q — q/ qo leaves (4.52)) invariant, if it is accompanied by the transformation z — z ¢. In
other words, equations (4.51)) and (4.52)) are invariant under the simultaneous rescalings:

q—q/q0=q and 22 =% (4.53)

Hence, one can generate new solutions ¢(Z) by performing these rescalings on a known

solution ¢(z). This will play an important role below.

9To verify this result, keep in mind that % = ¢ and that R/ = %.
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Let us now focus on investigating equation . Unfortunately, it cannot be solved
exactly by analytical means. Nevertheless, we will be able to find numerical solutions.
As a first step in doing that, we need the series expansion of T" around some point, which
we choose for convenience to be w = 0. To simplify the considerations, we will look
for solutions, such that the function 7'(w) has a zero somewhere.m This assumption
implies that the Taylor expansion in our case has the form T'(w) = t;w + tow? + ... with
t12 = const. Indeed, the generic expansion would be T'(w) =ty + tyw + ..., where t; # 0
due to the assumption of the presence of a zero of T'(w). Therefore, recalling that a
translation of w is a symmetry of equation , we can use the shift w — w — If—(l’ to set
to zero the constant term. Once we find a solution with ¢y = 0, the more general solution,
containing an additional integration constant wy, can be obtained by performing the shift
w — w — wy. So, substituting an expansion of the form T'(w) = tw + ... in (4.51]), we
find that the Taylor series of T" around w = 0 is given by:

5 1
T(w) =t w 1+E(7t1—24)w+@(35t12—756t1+864)w2+... . (4.54)

Using (4.54)) to set the initial conditions, we can solve (4.51)) numerically for any choice of
the constant t;. However, we show in the Appendix that the expression for B(z), following
from 1} is real only for t; > 0 or t; < —%. Taking t; = 0.1, we plot in Figure

the function 7'(w) obtained from the numerical integration. Other choices of positive t;

.
0.035 ]
0,030}
0,025
0,020
0015 |
0,010

0.005

Figure 1: The function T'(w) for integration constant t; = 0.1.

give very similar results. As evident from the figure, T'(w) increases until reaching the

maximum value 11, ~ 0.038 at w =~ 1 and then decreases to zero as w — .

10Note that there are plenty of functions that do not have any zeros, like for example cosh(w).
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Having a numerical solution for T'(w), we can now find numerically ¢(z) by integrating

(4.52). Indeed, recalling that w = log(g), we find from (4.52) [[1]:

(4.55)

L3 / T

T ViTTw
where we have fixed the integration constant by taking w = 0 at z = 0. Note that
requiring z > 0 implies that w > 0, or equivalently ¢ > 1, in . Substituting the
numerical results for T'(w = loggq) into , we can compute z as a function of q.
The result, plotted as the inverse function ¢(z), is shown in Figure 2 The function g(2)

q

20
15

10-

L 1 L L L L 1 L L L L 1 L L L L 1 Z
0.1 0.2 0.3 0.4

Figure 2: The function ¢(z) for integration constant ¢; = 0.1.

diverges at zpa., =~ 0.4231. This upper bound on z can be understood in the following
way. In the limit 7" — 0, the value of the integral for w — oo tends to 3 /7 = 0.4285.
Since T is small, but nonzero, we have that z,.x = 0.4231 < 3 /7. At first sight, the
allowed range of z seems very short. However, recall that the solution can be rescaled by
the simultaneous transformations . So, by taking ¢y >> 1, one can make z,.,, and
thus the range of z, arbitrarily large. Note also, that another way of varying the range of
z is by changing the value of the constant ¢;, as can be seen from .

Having found ¢(z) numerically, we can compute numerically B(z) as well by using
. The function B(z) is plotted in Figure . It is finite at z = 0 and diverges at zyax.
From ([4.43)), we then conclude that the functions p(z) and A(z) are also regular at z =0

and have logarithmic singularities at zyax-

UFor convenience, here we take the plus sign in (4.52). It is easy to transform the results to the case

with the minus sign. We will comment more on that at the end of this section.
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Figure 3: The function B(z) for integration constant ¢; = 0.1.

Finally, we will comment on the behavior of the solution for ¢(z), when the negative

sign in (4.52) is taken. Let us write the result of the integration in this case as:

z =

—§/dew:§/Ode, (4.56)
T VirTw T VT

where again the integration constant is chosen so that ¢(0) = 1. Since now the positivity
of z implies negative w, we have that ¢(z) = ¥ < 1. Choosing t; = 0.1 as before,
we find, in an extension of our numerical computation to negative w, that in the limit
W — Wpin = —1.757 the function T'(w) — —1. Hence, for w — wy,, the integral in (4.506)
diverges, thus allowing us to identify this limit with z — oo. Clearly then, the function
q(z) takes the finite value ¢ = e¥min & 0.17 as z — 0o. Also, obviously, we have ¢ = 1 at
z = 0. So, as z runs over the whole real axis, ¢(z) takes values in a finite range, namely:
eWmin. < g < 1. Therefore, from we can see that the scalar field p(z) does not have

a singularity in this case.

5 Toward glueball inflation

Here we studied the equations of motion of the 5d action ({2.6))-(2.8]), which is a consistent
truncation of 10d type IIB, with the metric ansatz (3.3)-(3.4]) and with only z-dependent

profiles for the scalars. We found solutions of the form

ds? = ) (—dt? + M'd7?) + d2* | (5.1)
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where the Hubble parameter H = \/§ and A > 0. In the context of the gauge/gravity
duality, this gives a dual description of certain strongly coupled gauge theories in a 4d de
Sitter spacetime, thus providing a powerful tool for studying the latter. This topic was
already addressed in [10], although the set of nontrivial ten-dimensional fields in their
case is not compatible with the consistent truncation of [14], that we have used here.
Studying field theory in dS; background is of great interest both because of Cosmolog-
ical Inflation and also because the present day Universe has a small, but non-vanishing,
positive cosmological constant. However, there are cosmological models with even more
involved time dependence of the 4d spacetimes; see [13], for instance, for interesting ex-
amples of holographic duals of such modelsH In fact, even for Inflation one would want
a time-dependent Hubble parameter, albeit a very slowly varying one [25]. So, although
(5.1) can be viewed as a leading approximation in the context of Inflation, ultimately we

would like to have a solution of the more general form
dsz = €A [—dt* + s(t)?d7?] + d2 (5.2)

with the scale factor s(t) satisfying § > 0, where we have denoted * = 4. In this notation,

the standard definition of the Hubble parameter is

5

=2 5.3
° (53)
and the definition of slow variation (the “slow roll” regime) is
H
e=——<«1. (5.4)

2
To find solutions of (2.9)) of this kind, one needs to modify the ansatz for the scalar fields

in the following way:
Pl = d(t, 2) . (5.5)

Then the field equations become much more complicated. Working with provides
some simplification. Nevertheless, it is quite a nontrivial task to find analytic solutions.
So we leave the detailed investigation of this question for the future.

It is worth, though, to expand here upon why such solutions would be of great value
for Inflationary Cosmology. Recall that, when gravitational backgrounds solving (or,
more precisely, the 10d type IIB action, which all solutions of this 5d system lift to) are

viewed as dual descriptions of strongly coupled gauge theories, the scalars ®° represent

12Note that the remark we made above, regarding the relation of [I0] to the consistent truncation of

[14], applies to [13] as well, as they use the same field space truncation as [10].
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the glueball bound states. So the fact, that time-dependence in (some of the) ®° drives
the cosmological expansion of the 4d spacetime, means that the role of the 4d inflaton
field is played here by a composite scalar, more precisely a glueball, in a strongly coupled
gauge sector. Thus, this would be a gravitational dual of glueball inflation. Models,
in which the inflaton is composite instead of a fundamental scalar, have already been
proposed within purely field-theoretic inflationary model building [21], 22”1'_3] The main
motivation is that in such models the so called n-problem does not occur. This problem
refers to the following. If the inflaton is a fundamental scalar, then as usual quantum
corrections drive its mass to the cut-off of the effective field theory describing it. This, in
particular, implies that n, one of the “slow roll” parameters that need to be << 1 during
Inflation, is driven to O(l)ﬁ As a result, the inflationary expansion ends prematurely
[25]. On the other hand, if the inflaton is a composite scalar in a strongly coupled gauge
theory, then its mass is dynamically fixed. In addition, a huge advantage of having a
gravitational dual of such composite inflation models is that the inflaton mass becomes a
calculable quantity, just like the full glueball mass spectrum is. Finally, it is also worth
noting that glueball inflation models are expected to be able to produce large enough
levels of primordial gravitational waves [27], so that they could be tested within the next
years. For all these reasons it is, clearly, of great interest to find gravity duals of glueball

inflation. We hope to come back to this issue in the near future.

6 Discussion

We investigated a five-dimensional consistent truncation of type IIB supergravity, relevant

for gauge/gravity duality. Our goal was to find solutions with the metric ansatz
ds? = P, datda” + dz* (6.6)

where the 4d metric g, is dS or AdS, and the scalars are of the form ®* = ®'(z2). At
first sight, this ansatz does not have enough unknown functions to allow for solutions to
exist generically. Namely, there is one more field equation than unknown functions. How-
ever, we showed that, for a nontrivial warp factor A(z), one of those equations becomes

dependent on the others and, thus, is automatically satisfied when they are. This is true

13In addition, a holographic model of composite inflation due to a quark condensate was proposed in
[26], based on embedding flavor probe branes in AdSs x S°. The strongly coupled gauge theory in that

case is N'=4 SYM with a small number of quark hypermultiplets.
14The n-parameter is proportional to the inflaton mass.
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regardless of the sign of the 4d cosmological constant A. We also saw that, for A = const,
there are no solutions with A > 0.

Further, we showed that three of the six scalar fields ®° = {p, z, g, ¢, a, b}, in the 5d
theory under consideration, can be consistently set to zero; see . That simplification

allowed us to find analytically an explicit solution with A > 0, for which:
r=-6p , ¢=0 , g=0 , a=0 , b=0 (6.7)

and p(z) and A(z) are given by (4.30). This solution was obtained in an approximation,
similar to the limit in which the walking solutions of [17] are found. It would be rather
interesting to understand whether there is a conceptual reason for that. Also, the existence
of this solution depended crucially on the presence of an overall minus sign in front of
the leading term in the five-dimensional potential. In other words, it was very important
that the 5d potential was negative definite, in the appropriate limit. It is definitely worth
trying to understand the physical significance of this.

Still working within the truncation (3.29), we were able to find numerically two other

classes of solutions with A > 0, for which:

3
l':_ép ) ¢:3p ) 920 ) CLZO 9 bZO N (68)

These solutions are obtained, basically, in the limit P > 1, () = 0. Furthermore, the
coupled system of differential equations for p(z) and A(z) reduces in this case to a single
algebraic relation. We were able to find a couple of one-parameter families of numerical
solutions to this equation. Interestingly, it turns out that one of these classes of solutions
has a finite upper bound, z.x, on the range of z.

The analytical solution in and both classes of numerical solutions in (6.8) are
regular at the origin z = 0, for appropriate choice of integration constants. However,
only one of the two numerical classes of solutions, the one corresponding to , is
finite for z — co. The other class, as well as the analytical solution, has divergences at
the upper bound of z (for the numerical class this is at zy.x, whereas for the analytical
solution it is at z — o00). In physical applications, though, there could be a natural
upper cutoff for the radial variable. This could be a dynamically generated scale, above
which the effective description provided by this model is not valid anymore, as in [2§].
Or, in view of the cosmological applications, it could be the Hubble scale, that is the
natural effective field theory cutoff [25]. So our solutions could be useful laboratories
for studying strongly-coupled gauge theories in de Sitter space, regardless of whether

they have large z divergences or not. Of course, that will also depend on whether or
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not there are perturbative instabilities. Investigating the latter issue is rather involved
and we leave it for the future. Another interesting question, worth addressing, is what
microscopic (D-brane) realizations could lead to our solutions.

Finally, the explicit analytical solution in could provide a useful starting point
for finding a gravitational dual of Glueball Inflation. Indeed, since in slow roll Inflation
the Hubble parameter has to vary with time rather slowly, the inflating solution can be
viewed as a small time-dependent perturbation of pure dS space (which has constant
Hubble parameter). Hence, studying small time-dependent perturbations around ,
together with , could enable one to find an explicit solution with an inflating 4d

spacetime. We intend to explore this problem in the near future.
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A Parameter range for large P solutions

In Section 4.2.2 we found numerical solutions to equation (4.51)), which have the form
in a neighborhood of w = 0. Using these, one can find numerically the functions
of interest, namely ¢(z) and B(z). However, it turns out that not every value of the
integration constant t;, that parametrizes this family of solutions, leads to real B(z).
Recall that, to give a physical solution via , the function B(z) has to be real and
positive. We will show now that only ¢; € (—oo, —1—76) U (0, 00) leads to physical solutions
for small T.
By inverting , we can obtain the expansion of ¢ in powers of 1. Substituting
this expression into (4.45)), we find the following expansion for B?:
B2:ét1(16+7t1)+<%—|—9%1+%)T+... . (A1)
Recall that the constant #; # 0, as discussed above (4.54). So is well-defined.

Furthermore, for T — 0, the first term determines the sign of B?. Hence, we see that
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for small T we have B? > 0 (and thus real nonzero B) for t; < —% or t; > 0, while

B2 <0fort, € (—%,O). Also, one can see that B = 0 for t; = —1—76, as the coefficient
of each term in the B?(T) expansion is zero. Note that an identically vanishing B is not
a physical solution, since it gives an infinite warp factor A for any z; see . Hence,
we conclude that the parameter range ¢ € [—%, O] is not allowed for physical solutions
following from (4.54)).

As an illustration of the above, let us briefly discuss the special case corresponding to

t = —1—76. Interestingly, one can find this solution by solving

8 4
T’:—2T—?i?\/4+11T+7T2. (A.2)

It is easy to verify that any T, satisfying (A.2)), automatically satisfies (4.51) as well,

although the reverse is not true. The solution with ¢; = —% is obtained for the minus

sign in (A.2)), whereas the plus sign gives a solution with diverging ¢ for small 7. Indeed,

imposing the constraint 7(0) = 0, one can easily verify that the Taylor expansion coeffi-
cients, for the solution of the minus-sign equation in ({A.2)), coincide with those in ({4.54])
with t; = —32.

We will show now that B = 0 for any solution of (A.2). By integrating (A.2]), we find:

7
3 6
4 - S B+ LT 24 VAT TIT +777) 11+ 14T £2V7Vi+ 1T +712)~%,
do
(A.3)

where qp = e*°. This gives us ¢ as a function of T. To compute B from (4.45)), we also

need ¢'(z) and ¢”(z) as functions of T'. From (4.52)), we have that ¢’ is given by:
7
q(z) = ig q(TYV1+T . (A.4)

Then, taking the derivative of (A.4]) with respect to z and substituting (A.4]) in the result,
we obtain:
q(T)

¢(T)]’
(A.5)

¢'(2) = %4/ (:) () -5

[4(1+T)+q— =159

i (T)? {4(1 +T)+

7
6v1I+T
where ¢(T') / ¢'(T) can be calculated by differentiating (A.3]) with respect to T

Substituting into (4.45)) the expressions for ¢, ¢' and ¢” from (A.3)), (A.4) and (A.5)
respectively, we obtain B = 0 regardless of the choice of sign in (A.3]). Clearly then, these

solutions are physically unacceptable, as they lead to infinite warp factor A for any z,
according to (4.43).
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