
DAQ Update - CM41

Y. Karadzhov

UNIGE - DPNC

February 9, 2015

Event building problems;

Mock data running;

New versions of DATE - more problems.
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Event building problem

The reprocessing of the December 2011 data revealed a problem in the
binary data.

Issues Tracker Bug #1595: Error Reconstructing MICE Data
http://micewww.pp.rl.ac.uk/issues/1595

The problem was detected in the following runs:
run 3407 - first corrupted file 03407.008
run 3426 - first corrupted file 03426.017
run 3507 - first corrupted file 03507.014

The problem is presented only in the very long runs.

This isn’t a new problem. It was first time reported by Jean-Sebastien
(CM24 June 2009)
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Event building problems

Good news: No data is lost, all spills are recorded in the binary files.

Bad news: After the first appearance of the bug in a given run the
data is messy (corrupted).

Good news: It is possible to recover the corrupted data offline.
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Event building problems

The software for recovering of the corrupted data was implemented as part
of the Unpacking library.
Two standalone programs are available:

Very fast program that can test the quality of the data of a given run
(1-2 min for testing one run).

A program for rebuilding of the problematic runs (5-10 min for
recovering the run data).

Instructions are available at:
Issues Tracker Bug #1595: Error Reconstructing MICE Data
http://micewww.pp.rl.ac.uk/issues/1595
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Event building problem
Do we have this problem now?

I have tested the 10 biggest runs of the EMR commissioning data taking
period. No problematic runs have been found.

What has been changed between December 2011 and November 2014?

New version of DATE (this is the code responsible for the actual
processing of the event building).

New event building computers.

Completely new version of the readout code.

More changes after November 2014:

New readout computers.

New PCI/VME interface boards (new generation of the boards
developed by CAEN, that uses a new protocol for the optical
communication). These boards are supposed to be much faster.
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Event building problem
Are we better protected now?
Not yet, but we work on this.

In the new version of the Unpacking library the ProcessManager performs
a check and compare the number of particle trigger in every LDC (VME
crate). In the case of a mismatch, it throws an exception with a proper
error message.

How to automate the detection of the problem?
One possibility is to make the Online Monitoring to talk to EPICS
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DAQ status after the mock data run

First attempt to run with all the crates being sync by the new trigger
system - 90 % successful. A minor issue in the case when running
with only one crate in the Hall (EMR or Tracker). To be investigated.

A very good work with Ed Overton on the implementation of the
Tracker veto in the logic of the Particle triggers. We have a second
trigger expert.

We need a real run!!!
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New versions of DATE - more problems
Persistent problems with the new versions of the DATE code. Two
different versions have been tested. Both found to have bugs. I guess this
is because LHC is OFF and ALICE takes only mock data runs ;)

Minor problems (not critical)

InfoBrowser crashes - the only cure I managed to find is to restart the
InfoBrowserServer

DAQCONTROL GUI doesn’t want to start. Some debugging in the
shell scripts is needed in order to fix this.

Serious problem (still not critical)

The new versions of DATE come with a significant changes in the
structure of the recorded binary data.

The consequence of this is, that we will need two different versions of
the unpacking library for analysing the StepI and StepIV data.
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Conclusion

We need a real run!!!
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