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Motivation

Flavor Physics at the LHC

↑ Huge production cross sections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

↓ Dominated by background from inelastic collisions

LHCb at 13 TeV
15 MHz inelastic colli-
sions
45 kHz 𝘣𝘣 in acceptance
1 MHz 𝘤𝘤

Physics focus and trigger requirements

▶ Rare decays
▶ Maximum efficiency for leptonic and radiative decays

▶ 𝐶𝑃 -violation
▶ Minimal bias in 𝘉 -lifetime distribution (for time dependent analysis)
▶ Large variety of 𝘉 → 𝘋u� decay modes
▶ Efficient triggering of 𝘉 → 𝘋u� family (u�-measurement)

▶ Electroweak and exotic decays, Spectroscopy
▶ Flexible selection
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Heavy Flavor Signatures

Beauty Hadrons

▶ 𝑚(𝘉±) ≈ 5.28 GeV/c2
▶ Daughter u�u� u�(1 GeV/c)

▶ Lifetime 𝜏(𝘉+) ≈ 1.6 ps
▶ Flight distance ≈ 1 cm

▶ Common signature: 𝜇𝜇 detached
▶ 𝘉 → 𝘑/u�u� with 𝘑/u� → u�u�

Typical Background

▶ No peaking mass
▶ 𝑝u� slightly lower

Charmed Hadrons
𝑚(𝘋0) ≈ 1.86 GeV/c2, 𝜏 ≈ 0.4 ps, 4 mm
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The LHCb Detector [Int. J. Mod. Phys. A 30, 1530022 (2015)]

250
mrad

100mrad

▶ Single-arm forward spectrometer
▶ Exploits correlated 𝘣𝘣 production
▶ 2 < 𝜂 < 5

▶ u�u�/u� = 0.5 % – 0.8 %
▶ Decay time resolution 45 fs
▶ Track reconstruction efficiency > 96 %
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The LHCb Experiment: Luminosity

▶ ℒ = 4 × 1032 cm−2 s−1 (2× design)
▶ Keep instantaneous luminosity

constant (“lumi-levelling”)
▶ Beam-separation
▶ 𝜇 ≈ 1.7 visible interactions per bunch

crossing

Running%Condi?ons%

Leveling%is%obtained%through%ver?cal%
beam%displacements.%

LHCb%luminosity%per%fill%typically%
% %3–4%×1032%cm–2s–1%

Recorded"instantaneous"luminosity"Instantaneous"luminosity"leveling"

Design%<L>%

The"average"instantaneous"<L>""is"a"factor"2."above"the"design"value"!%

91%%dataMtaking%efficiency% 6"

Target%of%1.5%rM1%recorded%in%2012%

2011%integrated%luminosity%%of%1.1%rM1%

1015%x%75.3%x%10–6%~%1011%%beauty.%

2011%
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Trigger Concepts

▶ 2.7 TB/s produced at LHCb (at 70 kB event size)
▶ Much more than one can (wants to) store
▶ Reduce in real time!

▶ Best possible selection with as much information as possible wanted
▶ Information is “expensive”

▶ Ideally: Run analysis selection on incoming data in real time
▶ Trigger: Best possible approximation given limited resources

▶ As fast as possible
▶ Maximize physics output
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Run I (2010 – 2012)

▶
√

𝑠 = 7 TeV and 8 TeV
▶ ℒ = 4 × 1032 cm−2 s−1

▶ 1300 bunches at 50 ns spacing, 𝜇 = 1.7
▶ Very successful running and triggering, over 250 papers published by LHCb
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Trigger System in Run I

Hardware trigger (L0)

▶ 4 μs fixed latency
▶ Uses calorimeters and muon stations
▶ Full detector read-out rate: 1 MHz

Software trigger (HLT)

▶ On Event Filter Farm (EFF) with 29 000
cores

▶ No fixed latency
▶ Gradually more complex information
▶ Full event reconstruction

▶ Some approximations
▶ Later: offline using full alignment and

calibration

40 MHz bunch crossing rate

450 kHz
h±

400 kHz
µ/µµ

150 kHz
e/γ

L0 Hardware Trigger : 1 MHz 
readout, high ET/PT signatures

Software High Level Trigger

29000 Logical CPU cores

Offline reconstruction tuned to trigger 
time constraints

Mixture of exclusive and inclusive 
selection algorithms

2 kHz 
Inclusive

Topological

5 kHz Rate to storage
2 kHz 

Inclusive/
Exclusive 

Charm

1 kHz
Muon and 
DiMuon

0.33 GB/s
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Trigger System in Run I

Deferred Triggering

▶ Stable beams from LHC only 30 % of
the time (70 % idle time for EFF)

▶ Overcommit farm
▶ Write 20 % of L0 output to EFF’s hard

disks
▶ Process from buffer between fills

▶ Effectively about 25 % extra CPU
▶ More flexibility for exclusive

selections or lowering thresholds

40 MHz bunch crossing rate

450 kHz
h±

400 kHz
µ/µµ

150 kHz
e/γ

L0 Hardware Trigger : 1 MHz 
readout, high ET/PT signatures

Software High Level Trigger

29000 Logical CPU cores

Offline reconstruction tuned to trigger 
time constraints

Mixture of exclusive and inclusive 
selection algorithms

5 kHz Rate to storage

Defer 20% to disk

0.33 GB/s
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Run I Performance [Int. J. Mod. Phys. A 30, 1530022 (2015)]

L0

▶ Very efficient for muons: 70 % – 80 %
▶ Hadronic channels strongly depend on 𝑝u�

▶ 20 % – 50 %

HLT

▶ Muon efficiency at 85 % – 95 %
▶ Generic 𝘉 -trigger has 70 % for all 𝘉 -decays to

charged final states
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Run II (2015 – 2018)

▶ Identical LHCb detector
▶ Increased

√
𝑠 of 13 TeV

▶ ℒ = 4 × 1032 cm−2 s−1 (= Run I)
▶ 2500 bunches at 25 ns spacing, 𝜇 = 1.1
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Trigger System in Run II (Just started)

▶ Detector readout unchanged
▶ 1 MHz limit after L0 remains

▶ Bigger event filter farm, 50 880 cores

▶ Goal: Minimize differences between
trigger and offline reconstruction

▶ E.g. muon identification, track
reconstruction & fitting

▶ Split HLT (HLT1 + HLT2)
▶ Defer 100 % at 150 kHz after HLT1
▶ Run alignment and calibration
▶ HLT2 asynchronous

▶ E.g. use RICH PID information
already in the trigger

40 MHz bunch crossing rate

450 kHz
h±

400 kHz
µ/µµ

150 kHz
e/γ

L0 Hardware Trigger : 1 MHz 
readout, high ET/PT signatures

Software High Level Trigger

12.5 kHz Rate to storage

Partial event reconstruction, select 
displaced tracks/vertices and dimuons

Buffer events to disk, perform online 
detector calibration and alignment

Full offline-like event selection, mixture 
of inclusive and exclusive triggers

LHCb 2015 Trigger Diagram

0.88 GB/s
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Turbo Stream in Run II

▶ Offline-quality candidates directly from
the trigger

▶ Don’t store raw event
▶ Reduce file size
▶ Larger output rate

▶ Simplified (and faster) analysis
▶ 12.5 kHz output rate

= 10 kHz + 2.5 kHz Turbo

𝘑/𝜓 mass spectrum from cross-section
measurement
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Run II Performance

▶ Run II is just starting
▶ We already see promising results

▶ 𝘋 peaks in minutes
▶ Clean 𝘑/u� after an hour

▶ Early measurement papers already in
preparation (𝘑/𝜓 and 𝘋 cross sections)

▶ 𝘑/u� presented at EPS in Vienna

▶ Trigger efficiency typically around 85 %
for 𝑝u� > 3 GeV/c

From 𝘑/𝜓 cross-section measurement,
L0 + HLT1
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Run III (“Upgrade”, beyond 2020)

▶ Largely rebuilt and upgraded detector
▶

√
𝑠 = 14 TeV

▶ ℒ = 2 × 1033 cm−2 s−1 (×5 Run I)
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Trigger System in Run III (Upgrade)

▶ Remove 1 MHz bottleneck
▶ Full-Software-Trigger
▶ Full event reconstruction at inelastic

event rate
▶ Keep split HLT

▶ LHCb will run full event
reconstruction at 30 MHz!

30 MHz inelastic event rate 
(full rate event building)

h± 400 kHz
µ/µµSoftware High Level Trigger

2-5 GB/s rate to storage

Full event reconstruction, inclusive and 
exclusive kinematic/geometric selections

Buffer events to disk, perform online 
detector calibration and alignmentAdd offline precision particle identification 

and track quality information to selections

LHCb Upgrade Trigger Diagram

Run-by-run detector 
calibration
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Expected Upgrade Trigger Performance [LHCB-TDR-016]

▶ Inclusive trigger selections (multivariate)
▶ Red: Run I efficiency (green: ×2)
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▶ Excellent muon trigger performance maintained
▶ Large improvements in 3- and 4-body hadronic channels

K. Dungs LHCb Data Taking Strategy for the Upcoming LHC Runs 18 / 19

https://cds.cern.ch/record/1701361


Summary

▶ Excellent triggering in Run I
▶ Deferred triggering

▶ Run II already looks great!
▶ Improvements through split HLT and Turbo stream
▶ Online alignment and calibration

▶ Innovative triggerless readout in Run III
▶ Full software trigger at 30 MHz inelastic collision rate
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Backup Slides



Unified Muon Identification for Run II

▶ Single 𝜇ID in HLT1 loses 26.33 % wrt
offline

▶ Mostly from strict timing
requirements in Run I

▶ Muon ID was split into two code bases
for online and offline

▶ Increased understanding of the
detector and increased CPU budget
allow for a better synchronization

▶ Unification improves maintainability

▶ Regained about 8 % w/o changing cuts

Cuts (16.94±0.31)%
Software (9.4±0.4)%
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Timeline
Run I (2010 – 2012)

▶
√

𝑠 = 7 TeV and 8 TeV
▶ 1100 bunches at 50 ns spacing, 𝜇 = 1.7
▶ Very successful running and triggering, over 250 papers published by LHCb

Run II (2015 – 2018)

▶ Identical LHCb detector
▶ Increased

√
𝑠 of 13 TeV

▶ Similar luminosity as in Run I
▶ 2500 bunches at 25 ns spacing, 𝜇 = 1.1

Run III (“Upgrade”, beyond 2020)

▶ Largely rebuilt and upgraded detector
▶ Instantaneous luminosity ×5

K. Dungs LHCb Data Taking Strategy for the Upcoming LHC Runs 22 / 19



Run I Performance HLT Muons
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Run II Conditions

▶
√

𝑠 = 13 TeV
▶ 15 % increase in inelastic collision rate
▶ 20 % increase in multiplicity per collision
▶ 60 % increase in u�𝘣𝘣

▶ 2015: Keep ℒ = 4 × 1032 cm−2 s−1

▶ Bunch spacing reduced to 25 ns
▶ Number of visible collisions reduced 1.7 → 1.1
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Expected Upgrade Performance [LHCB-TDR-016]

▶ Triggerless readout!
▶ Upgraded farm will allow 13 ms per event
▶ Timing of algorithms well under control

▶ Studied for three luminosity scenarios
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