
The Fermi 


Galactic Center Excess; Background Model 

Systematics and Interpretations
Discuss the excess:


(Convince you the excess is REAL and relatively well understood)


Hooper & Goodenough: (1010.2752), Linden & Hooper (1110.0006),


Abazajian & Kaplinghat (1207.6047), Hooper & Slatyer (1302.6589)


Huang, Urbano & Xue (1307.6862),Daylan, Finkbeiner, Hooper, Linden, Portilo, 
Rodd, Slatyer, 1402.6703, Calore, Cholis, Weniger JCAP 2015 (1409.0042).


Discuss on the interpretation:


(DM vs Millisecond Pulsars vs Bursts of CRs)


Hooper, Cholis, Linden, Siegal-Gaskins & Slatyer PRD 2013 (1305.0830), 
Gordon & Macians (1306.5725) Cholis, Hooper, Linden JCAP 2015 (1407.5625),


Calore, Cholis, McCabe, Weniger 


JCAP 2015 (1411.4647), Cholis, Calore, Evoli, 


Hooper, Linden, Weniger (in prep.)

Ilias Cholis, Mitchell 
Workshop, 5/20/2015
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FIG. 1. Intensity of the Fermi GeV excess at 2 GeV as function of Galactic latitude (see text for details), compared with the
expectations for a contracted NFW profile (dotted line). Error bars refer to statistical ±1� uncertainties, except for Refs. [12, 13]
for which we take into account the quoted systematics coming from di↵erent astrophysical models. The result from Ref. [25] for
the higher-latitude tail and the preliminary results by the Fermi-LAT team [16] on the Galactic center include an estimate of
the impact of foreground systematics. In these cases, the adopted ROIs are shown as bands (for Ref. [25], overlapping regions
correspond to the north and south parts of the sky). Gray areas indicate the intensity level of the Fermi bubbles, extrapolated
from |b| > 10�, and the region where HI and H2 gas emission from the inner Galaxy becomes important.

in the inner few degrees, as well as the higher-latitude

tail up to  ⇠ 20�. We show the di↵erential inten-
sity at a reference energy of 2 GeV. At this energy the
putative excess emission is – compared to other fore-
grounds/backgrounds – strongest, so the uncertainties
due to foreground/background subtraction systematics
are expected to be the smallest.

The intensities were derived by a careful rescaling of
results in the literature that fully takes into account
the assumed excess profiles. In most works, intensities
are quoted as averaged over a given Region Of Interest
(ROI). Instead of showing these averaged values, which
depend on the details of the adopted ROI, we use the
excess profiles to calculate the di↵erential intensity at a
fixed angular distance from the GC. These excess pro-
files usually follow the predictions similar to those of
a DM annihilation profile from a generalized Navarro-
Frenk-White (NFW) density distribution, which is given
by

⇢(r) = ⇢s
r3

s

r�(r + rs)3��
. (1)

Here, rs denotes the scale radius, � the slope of the in-
ner part of the profile, and ⇢s the scale density. As ref-
erence values we will – if not stated otherwise – adopt
rs = 20 kpc and � = 1.26, and ⇢s is fixed by the re-
quirement that the local DM density at r

�

= 8.5 kpc is
⇢

�

= 0.4 GeV cm�3.

We note that the intensities that we quote from
Ref. [25] refer already to a b̄b spectrum and take into
account correlated foreground systematics as discussed
below. In the case of a broken power-law, the intensities
would be in fact somewhat larger.

We find that all previous and current results (with the
exception of Ref. [7], which we do not show in Fig. 1)
agree within a factor of about two with a signal morphol-
ogy that is compatible with a contracted NFW profile
with slope � = 1.26, as it was noted previously [14, 25].
As mentioned in our Introduction, the indications for a
higher-latitude tail of the GeV excess profile is a rather
non-trivial test for the DM interpretation and provides
a serious benchmark for any astrophysical explanation
of the excess emission. However, we have to caution
that most of the previous analyses make use of the
same model for Galactic di↵use emission (P6V11). An
agreement between the various results is hence not too
surprising. Instead in the work of Ref. [25], the ⇡0,
bremsstrahlung and ICS emission maps, where calcu-
lated as independent components, with their exact mor-
phologies and spectra as predicted from a wide variety
of foreground/background models. As it was shown in
Ref. [25], the exact assumptions on the CR propagation
and the Galactic properties along the line-of-sight can im-
pact both the spectrum and the morphology (which also
vary with energy) of the individual gamma-ray emission
maps. To probe the associated uncertainties on those
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Figure 17. Spectrum of the GCE emission, together with statistical and systematical errors, for
model F (cf. figure 14). We show fits to the GCE with various spectral models. We emphasize that
the shown systematic errors are correlated, and that the spectral models actually do provide a good
fit to the data in most cases. We show the best-fit model parameters, along with indicators for the
fit quality, in table 4 (cf. figures 18 and 20). See text for details on the fitting procedure.

Here, dN/dEi (dN̄/dEi) denotes the measured (predicted) GCE flux in the i

th energy bin,
✓ the model parameters, �

stat.
i the corresponding statistical error, ⌃trunc

ij, mod the truncated
(24⇥24) covariance matrix accounting for empirical model systematics, and ⌃ij, res the resid-
ual systematics at sub-GeV energies that we discussed in subsection 4.2.3. For fits to the
segmented GCE template fluxes, the corresponding (240 ⇥ 240) correlation matrix is taken
to be block diagonal in the di↵erent GCE segments (we neglect segment-to-segment correla-
tions), and we set ⌃ij, res = 0, as it is not very relevant for morphology fits.

Like above, all fits are performed using the minimizer Minuit. For the two-dimensional
contour plots, we define the one, two and three sigma contours (which we show in the plots if
not otherwise stated) at ��

2 = 2.3, 6.2 and, 11.8, and derive them with the minos algorithm.
Note that we will neglect the e↵ects of the finite energy resolution of Fermi -LAT, which is
below 15% in the energy range of interest, but could be easily incorporated.

5.2 Dark Matter models

The most exciting interpretation of the GCE is that it is caused by the annihilation of DM
particles, and indeed all of the previous studies analyzing Fermi -LAT data focus on this
possibility [51–58]. Instead of presenting fits to a large number of DM annihilation spectra,
we will here simply concentrate on the most common cases discussed in the literature. We
concentrate on the hadronic annihilation channels b̄b and c̄c and on pure ⌧

+
⌧

� lepton final
states. The gamma-ray yields are taken from DarkSUSY 5.1.1 [125].

In the left panel of figure 18 we show the constraints in the h�vi-vs-m� plane that we
obtain from a fit to the GCE spectrum in figure 14. Correlated model systematics are taken
into account as discussed above. We find that both b̄b and c̄c provide rather good fits to the
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The Fermi-LAT Gamma-ray SKY

Known sources for the observed gamma-rays are:


i)Galactic Diffuse: decay of pi0s (and other mesons) from pp (NN) collisions (CR 
nuclei inelastic collisions with ISM gas), bremsstrahlung radiation off CR e, 
Inverse Compton scattering (ICS): up-scattering of CMB and IR, optical photons 
from CR e


ii)from point sources (galactic or extra galactic) (3033 detected in the first 4 
years)


iii)Extragalactic Isotropic 


iv)”extended sources”(Fermi Bubbles, Geminga, Vela ...)


iv)misidentified CRs (isotropic due to diffusion of CRs in the Galaxy)





BUT ALSO the UNKOWN, e.g. Looking for 
DM annihilation signals

For a DM annihilation signal


We want to observe: d��

dE
=

Z Z h�vi
4⇡

dN�

dE DM

⇢2DM (l,⌦)

2m2
�

dld⌦

The Signal:  
Gamma Rays from Dark Matter Annihilations 
The gamma ray signal from dark matter 
annihilations is described by: 

1) Distinctive “bump-like” spectrum 

Figure 6. The gamma ray spectrum per WIMP annihilation for a 100 GeV (left) and 500
GeV (right) WIMP. Each curve denotes a different choice of the dominant annihilation
mode: bb̄ (solid cyan), ZZ (magenta dot-dashed), W+W− (blue dashed), τ+τ− (black
solid), e+e− (green dotted) and µ+µ− (red dashed).

quarks, leptons, Higgs bosons or gauge bosons, dark matter particles can
produce gamma rays directly, leading to monoenergetic spectral signatures.
If a gamma ray line could be identified, it would constitute a “smoking
gun” for dark matter annihilations. By definition, however, WIMPs do not
annihilate through tree level processes to final states containing photons
(if they did, they would be EMIMPs rather than WIMPs). On the other
hand, they may be able to produce final states such as γγ, γZ or γh through
loop diagrams. Neutralinos, for example, can annihilate directly to γγ [57]
or γZ [58] through a variety of charged loops. These final states lead to
gamma ray lines with energies of Eγ = mdm and Eγ = mdm(1−m2

Z/4m2
dm),

respectively. Such photons are produced in only a very small fraction of
neutralino annihilations, however. The largest neutralino annihilation cross
sections to γγ and γZ are about 10−28 cm3/s, and even smaller values are
more typical [59].

The Galactic Center has long been considered to be one of the most
promising regions of the sky in which to search for gamma rays from dark
matter annihilations [59, 60]. The prospects for this depend, however, on
a number of factors including the nature of the WIMP, the distribution of
dark matter in the region around the Galactic Center, and our ability to
understand the astrophysical backgrounds present.

26

bb 

ZZ 

WW 

"" 

µµ 



VI
B

box

ΓΓ

q q , Z Z , W W

"E!E # 0.15

"E!E # 0.02

0.02 0.05 0.10 0.20 0.50 1.00 2.00

0.01

0.1

1

10

x # E ! mΧ

x2
dN
!d
x

Bringmann &Weniger !2012"

Figure 1: Various gamma-ray spectra expected from DM annihilation, all normalized to N(x > 0.1) =
1. Spectra from secondary particles (gray band) are hardly distinguishable. Pronounced peaks near the
kinematical endpoint can have different origins, but detectors with very good energy resolutions ∆E/E may
be needed to discriminate amongst them in the (typical) situation of limited statistics. See text for more
details about these spectra.

2.1. Lines
The direct annihilation of DM pairs into γX – where X = γ, Z,H or some new neu-

tral state – leads to monochromatic gamma rays with Eγ = mχ
[

1 − m2X/4m
2
χ

]

, providing
a striking signature which is essentially impossible to mimic by astrophysical contri-
butions [51]. Unfortunately, these processes are loop-suppressed with O(α2em) and thus
usually subdominant, i.e. not actually visible against the continuous (both astrophysical
and DM induced) background when taking into account realistic detector resolutions;
however, examples of particularly strong line signals exist [32, 33, 52–56]. A space-
based detector with resolution ∆E/E = 0.1 (0.01) could, e.g., start to discriminate be-
tween γγ and γZ lines for DM masses of roughly mχ ! 150GeV (mχ ! 400GeV) if at
least one of the lines has a statistical significance of" 5σ [57]. This would, in principle,
open the fascinating possibility of doing ‘DM spectroscopy’ (see also Section 5).

2.2. Internal bremsstrahlung (IB)
Whenever DM annihilates into charged particles, additional final state photons ap-

pear at O(αem) that generically dominate the spectrum at high energies. One may dis-
tinguish between final state radiation (FSR) and virtual internal bremsstrahlung (VIB)
in a gauge-invariant way [58], where the latter can very loosely be associated to pho-
tons radiated from charged virtual particles. FSR is dominated by collinear photons,
thus most pronounced for light final state particles, mf ≪ mχ, and produces a model-
independent spectrum with a sharp cut-off at Eγ = mχ [59, 60]; a typical example for a
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One of the most likely targets is the GC (though backgrounds also 
peak), others are the known substructure (dSphs) or Galaxy clusters  

• The region of the galactic center is complex 
with uncertainties in the gas and the CR 
distribution



• A DM annihilation signal also peaks with 
significant uncertainties though on the DM 
distribution



• Take advantage of multi-wavelength 
searches, different gamma-ray spectra and 
distinctively different morphologies between 
the backgrounds and a DM signal    



On the gamma-ray backgrounds ALONG THE LINE OF SIGHT 
towards the inner galaxy

• Spectrally the galactic diffuse gamma-ray 
components can be modeled (WITH significant 
variations though). In addition we can model 
their morphology on the galactic sky, WHICH 
varies with energy AND depends the physical 
assumptions (fast/slow diffusion, strong 
convection, energy losses)



• Extended sources can also be modeled 
(morphologically and spectrally)and subtracted 
(yet with some uncertainties related to the 
mechanism producing their signal)    
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Figure 5. Illustration of the predicted emission for the GDE components ⇡

0+Bremss (dashed lines)
and ICS (dotted lines) from five di↵erent models averaged over our baseline ROI.
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Figure 6. Left panel: Decomposition of the P6V11 background model into its contributions from
ICS and ⇡

0+Bremss. The plot was generated by fitting simultaneously the ICS and ⇡

0+Bremss
components of the model P to P6V11 (see text for details). It does not vary much when other di↵use
models are used instead. The extremely hard ICS emission at energies > 10 GeV is an intrinsic
property of the P6V11, which a↵ects any analysis that employs it as GDE template. Right panel:
For comparison we show the actual spectra predicted by model P for ICS, ⇡0 and bremsstrahlung
emission. Fluxes are displayed in the 40� ⇥ 40� ROI, |b| > 2�.

and rescale them simultaneously in our template fit.
Given that the bremsstrahlung emission has generically a softer spectrum than the ⇡

0,
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ICS, 1 GeV, ModA

-6.3 -4.52

⇡

0, 1 GeV, ModA

-6.3 -4.52

Bremsstrahlung, 1 GeV, ModA

-6.3 -4.52

Figure 1. Predicted emission for the GDE components of model A. From left to right: ICS, ⇡0, and
bremsstrahlung. The fluxes are shown in the 40� ⇥ 40� sky-region, centered at the GC and masking
out |b| < 2�. The corresponding units are log10(GeV�1 cm�2 s�1 sr�1).

relation

Dpp(R) =
4

3�(2 � �)(4 � �)(2 + �)

R

2
v

2
A

Dxx(R)
, (3.2)

with vA being the Alfvén speed.
Convection is considered to be taking place perpendicularly away from the Galactic

disk, with the convection velocity being zero on the disk but having a gradient dv/dz. The
Galactic magnetic field responsible for synchrotron losses of CR electrons is assumed to have
a cylindrical symmetry with the parametrization

B(r, z) = B0 e
(r��r)/rc

e

�|z|/zc
, (3.3)

where B0 is the local magnetic field and rc and zc are the radial and longitudinal extension,
respectively (r� is 8.5 kpc).

Finally, the ISRF is built from the contribution of many stellar components and includes
the e↵ects of absorption and re-emission from dust grains (see ref. [109] for further details
and ref. [112] for a description on how it is constructed). Within the code the ISRF is divided
into three basic components, related to the direct emission from stars, dust grains and CMB.
The user is free to vary the normalization of each of these components.

In figure 1, we show the typical morphology of the three di↵erent di↵use emission
components at 1 GeV from a model, model A, which has parameters that are defined in
table 2. We will refer to model A as our reference model for further discussions, since as we
will see below it well describes the gamma-ray data and spectra in the inner Galaxy. The
left panel of figure 1 refers to the ICS emission, which is smooth and depends mainly on the
electron distribution and the properties of the B-field and the ISRF. On the other hand, ⇡0

(middle) and bremsstrahlung (right) morphologies trace directly the distribution of the gas
and depend mainly on the proton and electron CR densities, as well as on the properties of
CR di↵usion, re-acceleration and convection.

The observed emission as shown in figure 1 receives contributions from all distances along
the line-of-sight. However, whether the overall emission is dominated by locally produced
gamma rays (within a few kpc), or by gamma rays from the GC, is a strong function of the
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• Extragalactic point sources can either be resolved or unresolved extragalactic 
sources (AGNs, Star forming or starburst galaxies etc). But are isotropic and 
thus can not contribute significantly to an excess in the inner galaxy. 
Misidentified GeV scale CRs are also isotropic due to diffusion.  



• Galactic point sources that can give strong gamma-ray signals in the GeV 
range include SNRs in the inner part of the Galaxy and pulsars (see later 
slides).     

IMPORTANT CAVEAT!!!
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Figure 2. Typical di↵erential volume emissivity dN/dV/dt/dE (in arbitrary units) of the three GDE
components along the line-of-sight at five di↵erent Galactic latitudes, zero Galactic longitude, and
gamma-ray energies of 2.6 GeV. The numbers show the fraction of ⇡0, bremsstrahlung, ICS and total
emission that comes from the distance range 7.5–9.5 kpc (with the GC being at 8.5 kpc). At latitudes
above |b| � 4�, less than about 11% of the total GDE comes from this central region. Note that the
reduced amount of local gas in the southern hemisphere leads at negative latitudes to larger relative
contributions from the Galactic center.

Galactic latitude. This is illustrated in figure 2, where we show the fractional contributions
to the GDE components as function of the line-of-sight for a typical GDE model.12 We find
that in the case of our baseline ROI, less than 14% (and for |b| � 4� less than 11%) of the
GDE actually comes from regions close to the GC. The main challenge in extracting the
GCE in the inner Galaxy is hence to characterize the uncertainties and properties of the local
gamma ray emissivity.

We close this subsection with a discussion of our model A, which we adopt as a reference
model throughout. We tuned model A to be “self-consistent” in the sense that, after the fit
to the data that we will perform below, the measured and predicted normalizations of the

12To generate this figure, we used our own modified version of Galprop 54.1.984 where the line-of-sight
integration can be restricted. We adopted a simple GDE model defined by the galdef file 54 01.

– 12 –

We live inside the 
Milky Way;



thus we see A LOT of 
emission



from distances closer 
to us than the GC:



!
THUS WE NEED TO 



ACCOUNT FOR 


THESE 

UNCERTAINTIES.

Calore, Cholis, Weniger, 2014



On the DM distribution in the inner galaxy
From hydrodynamical simulations there are suggestions from different 
groups in favor of contraction in the Milky-Way like halos with an inner 
slope gamma from 1.0 up to 1.5.


Yet there still are groups suggesting flattening of the halo profile if 
baryonic feedback processes are efficient.


Assuming NFW-like profile with some uncertainty in the inner slope is the 
way to treat any search for a signal of DM from the inner galaxy.  

6 GNEDIN ET AL.

dm-ad

dm-sf

bar-sf

bar-ad

FIG. 3.— Contraction of the dark matter profile in a simulated group of
galaxies at z = 0, from Nagai (2006). Solid lines show the enclosed dark
matter mass profile, in the non-radiative (ad) run and star formation (sf) run.
Dotted lines show the corresponding baryon mass profiles. Black solid line
is the best fit of the MAC model, with parameters A0 = 1.61, w = 0.86. Top
panel shows the mass residuals for the MAC model with freely adjustable A0
(solid) and the MAC model with fixed A0 = 1.6 (dashed). In this plot the two
lines almost coincide.

Kravtsov, Klypin, & Hoffman 2002). The simulations have
a peak spatial resolution∆ = 3.5 kpc and dark matter particle
mass of 3.9× 108M⊙. The virial mass of the systems ranges
from 2× 1013M⊙ to 4× 1014M⊙. Star formation is imple-
mented using the standard Kennicutt’s law and is allowed to
proceed in regions with temperature T < 104 K and gas den-
sity ng > 0.1 cm−3. We truncate the inner profiles at 4∆ to
ensure that the gravitational dynamics is calculated correctly
in the studied region.
Figure 3 shows the mass profiles for one of the groups. The

dark matter mass is significantly enhanced in the star forma-
tion run relative to the non-radiative run, by a factor of 4 at
the innermost resolved radius. The baryons strongly domi-
nate the total mass at that point. The MAC model provides
an excellent fit to the contracted dark matter profile, with the
parameters (A0 = 1.61, w = 0.86) close to the fiducial values.
The maximum deviation of the mass profile predicted by the
MACmodel is 6%, and the rms deviation over all bins at radii
r < 0.1rvir is 3%. We similarly analyzed the other eleven
groups and present their best-fit parameters in the discussion
of Figure 6.

4.2. Individual Galaxies
We consider the simulation of three Milky Way-sized

galaxies by the CLUES project (http://www.clues-project.org;
Gottloeber et al. 2010; Knebe et al. 2010). The simulation is
run using the SPH code Gadget-2. This code includes stan-
dard radiative cooling, star formation, and supernova feed-
back. The force softening length ϵ = 0.14 kpc. The halos were
selected from a large box and resimulated with the effective
mass resolution of 40963 dark matter particles. In the highest-
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FIG. 4.— Contraction of the dark matter profile in a simulated galaxy at
z = 0, from Gottloeber et al. (2010). Line notation is the same as in Figure 3.
Black solid line is the best-fit MAC model with A0 = 1.79, w = 1.2. Dashed
line in top panel shows the MAC model prediction with fixed A0 = 1.6, and
best-fitting w = 1.07.

resolution halos the particle mass is 3.5× 105M⊙. The virial
masses of the three halos at z = 0 are (3− 8)× 1011 M⊙. The
inner truncation radius is set by the condition that the local
two-body relaxation time exceeds the age of the universe.
Figure 4 shows the profile of the most massive of the three

galaxies. The dark matter mass is enhanced by an order of
magnitude at the innermost radius. The MAC model with pa-
rameters (A0 = 1.79, w = 1.2) predicts the dark matter profile
to better than 4% accuracy in any bin, with the rms deviation
of only 1.4%.
We consider also the simulations of a Milky Way-sized

galaxy and a dwarf galaxy at z = 1 by Ceverino & Klypin
(2009). These simulations are run with the ART code with
a very different prescription for stellar feedback than in Nagai
(2006). The large galaxy mass is 8× 1011M⊙, the dwarf
galaxy mass is 5× 1010M⊙, both at z = 1. The dark matter
particle mass is 7.5×105M⊙ and the peak spatial resolution is
100 comoving pc for the larger galaxy. For the smaller galaxy,
the dark matter particle mass is 9.4× 104M⊙ and the peak
resolution is 50 comoving pc. Compared to the non-radiative
runs, the dark matter mass is enhanced by a factor of 8 for
the larger galaxy and by a factor of 5 for the smaller galaxy,
at the innermost radius. The MAC model (with parameters
A0 = 2.07, w = 0.64 and A0 = 2.92, w = 0.85, respectively) pre-
dicts the dark matter profile to better than 9% accuracy, with
the rms deviation of about 2%.

4.3. Galaxy Center
Finally, we consider the resimulation of the galaxy run re-

ported in Gnedin et al. (2004) that zooms into the innermost
region of the galaxy at z = 3 (Levine et al. 2008). This sim-
ulation follows the early evolution of a galaxy that becomes
a Milky Way-sized object at z = 0. The DM particle mass is
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FIG. 3.— Contraction of the dark matter profile in a simulated group of
galaxies at z = 0, from Nagai (2006). Solid lines show the enclosed dark
matter mass profile, in the non-radiative (ad) run and star formation (sf) run.
Dotted lines show the corresponding baryon mass profiles. Black solid line
is the best fit of the MAC model, with parameters A0 = 1.61, w = 0.86. Top
panel shows the mass residuals for the MAC model with freely adjustable A0
(solid) and the MAC model with fixed A0 = 1.6 (dashed). In this plot the two
lines almost coincide.

Kravtsov, Klypin, & Hoffman 2002). The simulations have
a peak spatial resolution∆ = 3.5 kpc and dark matter particle
mass of 3.9× 108M⊙. The virial mass of the systems ranges
from 2× 1013M⊙ to 4× 1014M⊙. Star formation is imple-
mented using the standard Kennicutt’s law and is allowed to
proceed in regions with temperature T < 104 K and gas den-
sity ng > 0.1 cm−3. We truncate the inner profiles at 4∆ to
ensure that the gravitational dynamics is calculated correctly
in the studied region.
Figure 3 shows the mass profiles for one of the groups. The

dark matter mass is significantly enhanced in the star forma-
tion run relative to the non-radiative run, by a factor of 4 at
the innermost resolved radius. The baryons strongly domi-
nate the total mass at that point. The MAC model provides
an excellent fit to the contracted dark matter profile, with the
parameters (A0 = 1.61, w = 0.86) close to the fiducial values.
The maximum deviation of the mass profile predicted by the
MACmodel is 6%, and the rms deviation over all bins at radii
r < 0.1rvir is 3%. We similarly analyzed the other eleven
groups and present their best-fit parameters in the discussion
of Figure 6.

4.2. Individual Galaxies
We consider the simulation of three Milky Way-sized

galaxies by the CLUES project (http://www.clues-project.org;
Gottloeber et al. 2010; Knebe et al. 2010). The simulation is
run using the SPH code Gadget-2. This code includes stan-
dard radiative cooling, star formation, and supernova feed-
back. The force softening length ϵ = 0.14 kpc. The halos were
selected from a large box and resimulated with the effective
mass resolution of 40963 dark matter particles. In the highest-
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z = 0, from Gottloeber et al. (2010). Line notation is the same as in Figure 3.
Black solid line is the best-fit MAC model with A0 = 1.79, w = 1.2. Dashed
line in top panel shows the MAC model prediction with fixed A0 = 1.6, and
best-fitting w = 1.07.

resolution halos the particle mass is 3.5× 105M⊙. The virial
masses of the three halos at z = 0 are (3− 8)× 1011 M⊙. The
inner truncation radius is set by the condition that the local
two-body relaxation time exceeds the age of the universe.
Figure 4 shows the profile of the most massive of the three

galaxies. The dark matter mass is enhanced by an order of
magnitude at the innermost radius. The MAC model with pa-
rameters (A0 = 1.79, w = 1.2) predicts the dark matter profile
to better than 4% accuracy in any bin, with the rms deviation
of only 1.4%.
We consider also the simulations of a Milky Way-sized

galaxy and a dwarf galaxy at z = 1 by Ceverino & Klypin
(2009). These simulations are run with the ART code with
a very different prescription for stellar feedback than in Nagai
(2006). The large galaxy mass is 8× 1011M⊙, the dwarf
galaxy mass is 5× 1010M⊙, both at z = 1. The dark matter
particle mass is 7.5×105M⊙ and the peak spatial resolution is
100 comoving pc for the larger galaxy. For the smaller galaxy,
the dark matter particle mass is 9.4× 104M⊙ and the peak
resolution is 50 comoving pc. Compared to the non-radiative
runs, the dark matter mass is enhanced by a factor of 8 for
the larger galaxy and by a factor of 5 for the smaller galaxy,
at the innermost radius. The MAC model (with parameters
A0 = 2.07, w = 0.64 and A0 = 2.92, w = 0.85, respectively) pre-
dicts the dark matter profile to better than 9% accuracy, with
the rms deviation of about 2%.

4.3. Galaxy Center
Finally, we consider the resimulation of the galaxy run re-

ported in Gnedin et al. (2004) that zooms into the innermost
region of the galaxy at z = 3 (Levine et al. 2008). This sim-
ulation follows the early evolution of a galaxy that becomes
a Milky Way-sized object at z = 0. The DM particle mass is
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FIG. 5.— Contraction of the dark matter profile in a simulated galaxy at
z = 3, from Levine et al. (2008). Line notation is the same as in Figure 3.
Black solid line is the best-fit MAC model with A0 = 1.32, w = 1.26. Vertical
bars on the MAC model in the top panel indicate the Poisson uncertainty of
the mass profile derived in the simulation. Dashed line in top panel shows the
MAC model prediction with fixed A0 = 1.6, and best-fitting w = 1.26.

1.3× 106M⊙ and the peak force resolution at z = 3 is 0.064
kpc for the gas and 0.1 kpc for the dark matter, a very small
scale for cosmological simulations. We truncate the inner pro-
file such that the innermost bin contains at least 200 dark mat-
ter particles.
Figure 5 shows that the MACmodel is able to describe even

this case, with the rms deviation of 10%. This case is extreme
because the baryons dominate the dark matter by two orders
of magnitude at the innermost radius, and the dark matter
mass is enhanced by a factor of 300 relative to the extrapo-
lation of the dissipationless profile.
We also note that the stellar profile is contracted similarly

to the dark mater profile, because gas accretion is faster than
star formation.

5. DISTRIBUTION OF MODEL PARAMETERS
All of the simulations considered here indicate some de-

gree of enhancement of the dark matter profile. Not a single
case indicates halo expansion rather than contraction. Fig-
ure 6 combines the resulting constraints on the parameters A
and w of Equation (3). The models do not fill all the available
parameter space, but instead concentrate in a fairly narrow re-
gion in which A and w are strongly correlated. The original
MAC model suggested by Gnedin et al. (2004) falls right in
the middle of the new distribution.
It is interesting to determine which combination of the pa-

rameters A and w yields the same amount of contraction.
Given the radial dependence of the mass enhancement fac-
tor FM (Equation 7), the solution to this problem varies with
radius. However, we can remove most of the radial depen-
dence by defining the enhancement factor relative to the SAC

1
0.5

0.3

FIG. 6.— Best-fitting parameters of the original MAC model (Equation 3)
for all simulations discussed in this paper. Asterisk marks the fiducial param-
eters of the MAC model in Gnedin et al. (2004). Solid lines show the relation
between A and w that gives the same amount of contraction (enhancement
of dark matter mass) at r = 0.005 rvir , for the baryon profile with ν = 2 nor-
malized to equal the initial dark matter mass at re = 0.05 rvir. The top line
gives the same amount of contraction as the SAC model. The other two lines
correspond to 50% and 30% of that amount.

1 0.5 0.3

FIG. 7.— Best-fitting parameters of the revised MAC model with r0 =
0.03 rvir (Equation 4). Symbols and lines are as in Figure 6.

model:
fM ≡

FM(r|A,w)
FM(r|1,1)

(12)

and evaluating it at some inner radius where the linear ap-
proximation for the contraction factor y(r) is valid. We take
r = 0.005rvir, which corresponds to about 1 kpc for the Milky
Way galaxy. The exact value of r affects the resulting value
of parameter w (for a given A) only logarithmically, as long as

Levine at al. 2008 ApJ
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Looking for excesses in the inner galaxy

=

Smoothed Raw gamma-ray map

POINT SOURCES


(2yr catalogue)

-

Model for Galactic Diffuse Emission

-

Excess Diffuse Emission

Hooper&Linden 1110.0006 

Similar results to earlier Hooper & Goodenough papers in 
0910.2998 and 1010.2752 and later from:  Abazajian & 
Kaplinghat (1207.6047), Gordon & Macias (1306.5725)



Repeating the exercise in different energies (updated analysis, using a 
new class of photon cuts allowing for better angular resolution)!

• A clear excess emission in the 
galactic center emerges



• 90% of the total emission in the 
inner few degrees is removed



• Residuals not related to the 
galactic center (GC) are up to 
~5% as bright as the GC resi-
dual



• Excess emission cuts-off at ~10 
GeV (is in some dis-agreement 
with later findings)   

Daylan, Finkbeiner, Hooper, Linden, Portilo, 
Rodd, Slatyer, 1402.6703 
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FIG. 9: The raw gamma-ray maps (left) and the residual maps after subtracting the best-fit Galactic di↵use model, 20 cm
template, point sources, and isotropic template (right), in units of photons/cm2/s/sr. The right frames clearly contain a
significant central and spatially extended excess, peaking at ⇠1-3 GeV. Results are shown in galactic coordinates, and all maps
have been smoothed by a 0.25� Gaussian.

of the Galactic Plane, while values greater than one are
preferentially extended perpendicular to the plane. In
each case, the profile slope averaged over all orientations
is taken to be � = 1.3 (left) and 1.2 (right). From this
figure, it is clear that the gamma-ray excess prefers to
be fit by an approximately spherically symmetric distri-
bution, and disfavors any axis ratio which departs from
unity by more than approximately 20%.

In Fig. 11, we generalize this approach within our
Galactic Center analysis to test morphologies that are

not only elongated along or perpendicular to the Galac-
tic Plane, but along any arbitrary orientation. Again,
we find that that the quality of the fit worsens if the the
template is significantly elongated either along or per-
pendicular to the direction of the Galactic Plane. A mild
statistical preference is found, however, for a morphology
with an axis ratio of ⇠1.3-1.4 elongated along an axis ro-
tated ⇠35� counterclockwise from the Galactic Plane in
galactic coordinates (a similar preference was also found
in our Inner Galaxy analysis). While this may be a statis-

6

FIG. 5: Left frame: The value of the formal statistical �2� lnL (referred to as ��2) extracted from the likelihood fit, as
a function of the inner slope of the dark matter halo profile, �. Results are shown using gamma-ray data from the full sky
(solid line) and only the southern sky (dashed line). Unlike in the analysis of Ref. [8], we do not find any large north-south
asymmetry in the preferred value of �. Right frame: The spectrum of the dark matter component, for a template corresponding
to a generalized NFW halo profile with an inner slope of � = 1.26 (normalized to the flux at an angle of 5� from the Galactic
Center). Shown for comparison (solid line) is the spectrum predicted from a 35.25 GeV dark matter particle annihilating to bb̄
with a cross section of �v = 1.7⇥ 10�26 cm3/s ⇥ [(0.3GeV/cm3)/⇢

local

]2.

ground templates, we include an additional dark matter
template, motivated by the hypothesis that the previ-
ously reported gamma-ray excess originates from annihi-
lating dark matter. In particular, our dark matter tem-
plate is taken to be proportional to the line-of-sight inte-
gral of the dark matter density squared, J( ), for a gen-
eralized NFW density profile (see Eqs. 2–3). The spatial
morphology of the Galactic di↵use model (as evaluated
at 2 GeV), Fermi Bubbles, and dark matter templates
are each shown in Fig. 4.

As found in previous studies [8, 9], the inclusion of the
dark matter template dramatically improves the quality
of the fit to the Fermi data. For the best-fit spectrum and
halo profile, we find that the inclusion of the dark matter
template improves the formal fit by ��2 ' 1672, cor-
responding to a statistical preference greater than 40�.
When considering this enormous statistical significance,
one should keep in mind that in addition to statistical er-
rors there is a degree of unavoidable and unaccounted-for
systematic error, in that neither model (with or without
a dark matter component) is a “good fit” in the sense
of describing the sky to the level of Poisson noise. That
being said, the data do very strongly prefer the presence
of a gamma-ray component with a morphology similar
to that predicted from annihilating dark matter (see Ap-
pendices B and D for further details).2

2 Previous studies [8, 9] have taken the approach of fitting for the
spectrum of the Fermi Bubbles as a function of latitude, and then
subtracting an estimated underlying spectrum for the Bubbles
(based on high-latitude data) in order to extract the few-GeV

As in Ref. [8], we vary the value of the inner slope of
the generalized NFW profile, �, and compare the change
in the log-likelihood, � lnL, between the resulting fits in
order to determine the preferred range for the value of
�.3 The results of this exercise (as performed over 0.5-
10 GeV) are shown in the left frame of Fig. 5. While
previous fits (which did not employ any additional cuts
on CTBCORE) preferred an inner slope of � ' 1.2 [8],
we find that a slightly steeper value of � ' 1.26 provides
the best fit to the data. Also, in contrast to Ref. [8],
we find no significant di↵erence in the slope preferred
by the fit over the entire sky, and by a fit only over the
southern sky (b < 0). This can be seen directly from
the left frame of Fig. 5, where the full-sky and southern-
sky fits for the same level of masking are found to favor
quite similar values of � (the southern sky distribution
is broader than that for the full sky simply due to the
di↵erence in the number of photons).

In the right frame of Fig. 5, we show the spectrum of
the emission correlated with the dark matter template,
for the best-fit value of � = 1.26. While no significant
emission is absorbed by this template at energies above
⇠10 GeV, a bright and robust component is present at
lower energies, peaking near ⇠1-3 GeV. Relative to the

excess. However, this approach discards information on the true
morphology of the signal, as well as requiring an assumption for
the Bubbles spectrum. It was shown in Ref. [8] (and also in this
work, see Appendices B and D) that the excess is not confined
to the Bubbles and the fit strongly prefers to correlate it with a
dark matter template if one is available.

3 Throughout, we denote the quantity �2 lnL by �2.



Going to High Latitudes

Advantages of going outside the inner few degrees:


i) if a DM signal: you have a prediction on how the spectrum should look 
(same shape) and how its normalization should be (contracted NFW)


ii) Different region on the galactic sky suffer from different 
uncertainties in the background models: In the inner part of the Galaxy 
point source subtraction is a very important uncertainty, the  gas 
density is also an important uncertainty and also the radiation field is an 
other. At higher latitudes : Fermi Bubbles, possibly unknown gas 
(unaccounted for in spectral line observations). Also propagation 
assumptions on the CRs may differ significantly between different 
regions of the Galaxy (due to strong wind outflows or magnetic fields 
causing anisotropic and preferential diffusion).  

For a DM signal you want to look outside the galactic disk but still just 
above the galactic center (also dSph galaxies can be an alternative 
target)  
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Figure 10. Left panels: Count maps at various energies (from top to bottom), with the disk cut
|b| > 2� and PSC mask applied. Central panels: Residuals after subtracting our self-consistent GDE
model A. Right panels: Residuals after subtracting our self-consistent GDE model, but re-adding the
GCE template associated to the model. A Gaussian smoothing with � = 0.4� is applied to all plots.

the entire Galactic plane with |`|  70�). However, we will discuss in the next subsection
that excesses of similar size are observed in other regions along the Galactic disk, and we will
characterize their properties and implications for the interpretation of the GCE.
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Excess emission towards 


the GC that extends up


to possibly ~100 GeV 



and certainly above 10 GeV
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Figure 9. Top panels: Latitude (left) and longitude (right) dependence of the di↵erent components
in narrow spatial strips, at energies around 3 GeV, for model A. Bottom panels: Same as top right
panel, but further away from the Galactic disk in the latitude range of 4� < |b| < 6�, at energies
around 400 MeV (left) and 3 GeV (right). Furthermore, in the bottom left panel, the light pink line
illustrates the situation of a GCE spectrum that is softer than the one that we find in our template
fits. For comparison, we show here the case where the GCE component flux would follow a simple
power-law with spectral index 2.0 at energies below 2 GeV, keeping the normalization fixed to the
one measured at 2 GeV. The summed spectrum clearly overshoots the data in the inner few degrees.
Finally, in the bottom right panel, the gray densely dotted line shows in addition the sum of fluxes
when the GCE component is neglected.

Poisson noise: about 10% at E < 1 GeV and about 25% for E ⇠ 3 GeV (including the GCE
contribution). The emission associated with the GC excess is, after other components are
subtracted, the most pronounced large-scale excess in our ROI (and, as a matter of fact, in
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It extends with a lower limit 
of 10 degrees away from the 
Galactic Center at 95% CL.

40 degrees!
in latitude
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See also Slatyer&Hooper2013,


Huang, Urbano & Xue 2013



Important Questions regarding the Robustness of the DM-
like signal

How well have we probed the relevant uncertainties? Are the 
different methods used to probe the excess signal in the inner few 
degrees and at higher latitudes DIFFERENT/ORTHOGONAL 
ENOUGH? 



How well do we understand the diffusion/propagation of CRs in the 
inner part? 



Can we build up a new distribution of sources in the inner 1-2 kpc 
that have the right properties but are not close by to us? How 
would we see them? 



How about dSphs? (I will come back to this in a bit)



How about galaxy clusters? (not optimistic yet due to large 
contamination from both background and foreground emission)



How about the extragalactic diffuse emission and cross-correlating 
with other wavelengths (a new era for gamma-ray astronomy).



Properties of the diffusion zone within which cosmic rays (CR) diffuse before 
escaping to the intergalactic medium



How fast do CRs diffuse? are there convective winds and how strong?



How important are the effects of CR diffusive re-acceleration (diffusion in 
momentum space)



Distribution of cosmic rays sources (does it follow SNRs?, pulsars? OB stars?)



Spectral properties of CRs. Are they the same everywhere?



How well do we understand the gas distribution along the line of sight and 
towards the inner Galaxy?



How well do we understand the galactic magnetic field that affects the 
energy losses of CR electrons 



How well do we understand the interstellar radiation field properties? (these 
are the target photons that get up-scattered into gamma-rays from CR 
electrons).

Accounting for the galactic diffuse emission uncertainties



We used models from the existing literature and created our own (60 
models shown in our paper).


!
It turns out that it actually does not affect dramatically the excess 
spectrum:
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Figure 7. Plain GCE energy spectrum as extracted from our baseline ROI, assuming a generalized
NFW profile with an inner slope � = 1.2, for all of the 60 GDE models (yellow lines). We highlight
the model that provides the best overall fit to the data (model F, green points) and our reference
model from the discussion in section 3 (model A, red points), together with ±1� statistical errors.
For all 60 GDE models, we find a pronounced excess that peaks at around 1–3 GeV, and follows a
falling power-law at higher energies.

a spectral index that is significantly harder than ⇠ 2 for all of the GDE models, though the
exact form of the spectrum is rather dependent on the adopted GDE model.

In figure 7, we also highlight the spectra that we obtain for the GDE model F, which
yields formally the best fit, and for the GDE model A, which we used above in section 3
as reference model (cf. parameters in table 5). These spectra are shown together with their
statistical errors, which are – except at the highest energies – smaller than the width of the
theoretical model systematics band.

In figure 8, we show the energy spectra of the di↵erent di↵use and PSC components
for model A and model F, averaged over the baseline ROI and compared to the data. Since
the normalization of all components is left free to float, independently in each energy bin,
it is not guaranteed that the individual measured spectra actually correspond to a physical
model. However, as already discussed above, we find that for model A (which was specifically
constructed for that purpose) the predicted and the measured energy spectra of the GDE
components agree very well at the level of 5–10%.17 This serves as a proof-of-principle that
the results obtained from the template fit can actually correspond to a physical GDE model.
For model F, which yields the best-fit, the fitted GDE fluxes deviate somewhat from the
predicted ones, but are still close to what we found for model A. Below, we will use model A
and F as reference scenarios.18

17We checked that this is also true when applying the latitude cut |b| � 5� instead and repeating the fits.
18As can be seen in figure 8, the spectrum of the IGRB (in the left panel) and the Fermi bubbles (in the

right panel) is sometimes overly suppressed at energies below 1 GeV, which suggests an over-subtraction of
the GDE. We checked that this possible over-subtraction has only minor impact on our results and decided
to keep these energy ranges in our analysis, see discussion in subsection 4.2.
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Calore, Cholis, Weniger, 2014



An alternative way, look along the galactic disk: 


We basically repeat the same procedure but now change the window 
that we fit by moving it along the galactic disk; cross-checking every 
time with our 60 diffuse emission models

Figure 11. Flux absorbed by the GCE template when moving it, as well as the ROI, along the
Galactic disk in steps of �` = ±5�, for five di↵erent reference energies. The colored dots indicate the
flux for the GDE model that gives locally the best-fit (these models are listed in the bottom of the
plot), whereas the gray dots indicate the fluxes for all other models. The excess observed at the GC
is – at around 1–3 GeV – clearly the largest in the considered region, although other excesses exist as
well (see text for a discussion). Regions with |`| & 20� (indicated by the vertical dotted lines) will be
used as test regions for estimates of the empirical model uncertainties of the adopted GDE models.

As can be seen in figure 11, we clearly reproduce the pronounced excess at the GC
(` = 0�), with a peak in the spectrum at energies around 2.4 GeV (see the trend of the
colored points at ` = 0�). At these energies, the GC excess is the most pronounced excess
in the entire test region. However, at Galactic longitudes around ` ⇠ ±25�, we observe
residuals with almost identical size. Further away from the GC, at |`| � 40�, residuals are
mostly consistent with zero, though sometimes biased towards negative values.

The excesses along the Galactic disk might be on first sight discouraging, since they
show that uncertainties of the GDE as we model it in the present analysis are almost of
the same magnitude as the GCE itself. This brings up the question whether any reliable
conclusions about the morphology, spectrum and distinctiveness of the GCE can be drawn
at all.

From figure 11 we find a number of di↵erences between the GCE and the excess emission
away from the GC at ` ⇠ ±25�. The most notable one is that the emission at GC has a
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One can then calculate a covariance matrix which allows to properly quantify 
the correlated systematic errors (associated to the lack of better understand-
ing of the galactic diffuse emission) which uncertainties are bigger than the 
statistical one (associated to number of gamma-ray events):
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Figure 12. Left panel: Residuals absorbed by the transposed GCE template in 22 test regions
along the Galactic disk (green points), as shown in figure 11 by the colored dots; the yellow boxes
indicate the mean and standard deviation. Right panel: Decomposition of the covariance matrix of
the residuals in principal components. We only show the three components with the largest standard
deviation (solid lines), and compare them to the statistical errors from the GCE fit at the GC (blue
area). The dashed lines show model predictions from a four parameter analytical model. It provides
a good fit and traces the observed variations back to uncertainties in the normalization and slope of
the ⇡

0 and ICS components (see appendix. C.1 for details about the model).

the uncertainties in the normalization and slope of the ⇡

0+Bremss and ICS components.
Fitting these four parameters to the three largest principal components of the covariance
matrix gives rise to a modeled covariance matrix with principal components as shown by
the dashed lines in the right panel of figure 12. The agreement is rather satisfactory, except
at the very lowest energies below 600 MeV where the modeled first principal component
overshoots slightly the observed one. We hence conclude that the empirically derived model
systematics can be understood in terms of variations in the normalization and spectral slopes
of the primary di↵use background components.

Below, we will use the empirical covariance matrix when performing fits to the GCE
spectrum instead of the analytical model. However, in order to avoid a double-counting of
statistical errors, we will truncate the principal components that enter the empirical covari-
ance matrix and restrict them to the first three. We will refer to this truncated matrix as
⌃trunc

ij, mod.

4.2.3 Other systematics and the GCE spectrum

Before showing the GCE spectrum with empirical model uncertainties, we summarize further
systematics that enter our analysis in figure 13. Namely, we display the impact on the flux
absorbed in the GCE template when a) decreasing the width of the PSF by a reference factor
of 0.8, b) including PSF smoothing also for the GCE template, c) changing the definition
of the PSC mask by varying fmask as indicated or using model E instead of model P for
the PSC mask definition, d) fixing the flux of the IGRB and the Fermi bubbles to their
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Residuals of the transported GCE 
template. No evident bias is seen. Green


points show all 22 regions tested.

Decomposition of the covariance matrix in 
terms of principal comp. Only the first 3 
are important. Only the 1st is above the 
statistical errors. The observed variations 
can be traced back to uncertainties in the 
pi0 and ICS slopes and amplitudes.
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Figure 14. Spectrum of the GCE emission for model F (black dots) together with statistical and
systematical (yellow boxes, cf. figure 12) errors. We also show the envelope of the GCE spectrum for
all 60 GDE models (blue dashed line, cf. figure 7).
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Figure 15. Geometry of the ten GCE
segments used in our morphology anal-
ysis, see table 3.

#ROI Definition ⌦ROI [sr]

I, II
p
`2 + b2 < 5� 6.0⇥ 10�3

III, IV 5� <
p
`2 + b2 < 10�, ±b > |`| 1.78⇥ 10�2

V, VI 10� <
p
`2 + b2 < 15�, ±b > |`| 2.93⇥ 10�2

VII, VIII 5� <
p
`2 + b2 < 15�, ±` > |b| 3.54⇥ 10�2

IX 15� <
p
`2 + b2 < 20� 1.51⇥ 10�1

X 20� <
p
`2 + b2 1.01⇥ 10�1

Table 3. Definition of the ten GCE segments that are
shown in figure 15, as function of Galactic latitude b and
longitude `, together with their angular size ⌦ROI.

and, more importantly, b) how far from the disk the GCE extends. To this end, we split
the GCE template in ten segments and repeat the analysis of the previous two subsections.
Furthermore, we allow additional freedom in the ICS templates, as we explain below. We
present additional morphological studies of the GCE, which mostly reconfirm findings from
previous works, in appendix B.

We divide the GCE template within our main ROI, see eq. (2.1), into ten GCE segments
as shown in figure 15 and defined in table 3. Each of the ten segments is zero outside of its
boundaries, and equals the standard GCE template (generalized NFW with � = 1.2) inside
its boundaries. The normalization of each of the ten templates is allowed to float freely in
the fit. The definition of the segments aims at studying the symmetries of the GCE around
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One can repeat the same exercise to smaller regions:
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Figure 14. Spectrum of the GCE emission for model F (black dots) together with statistical and
systematical (yellow boxes, cf. figure 12) errors. We also show the envelope of the GCE spectrum for
all 60 GDE models (blue dashed line, cf. figure 7).
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Figure 14. Spectrum of the GCE emission for model F (black dots) together with statistical and
systematical (yellow boxes, cf. figure 12) errors. We also show the envelope of the GCE spectrum for
all 60 GDE models (blue dashed line, cf. figure 7).
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and, more importantly, b) how far from the disk the GCE extends. To this end, we split
the GCE template in ten segments and repeat the analysis of the previous two subsections.
Furthermore, we allow additional freedom in the ICS templates, as we explain below. We
present additional morphological studies of the GCE, which mostly reconfirm findings from
previous works, in appendix B.

We divide the GCE template within our main ROI, see eq. (2.1), into ten GCE segments
as shown in figure 15 and defined in table 3. Each of the ten segments is zero outside of its
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the Galactic disk (yellow boxes, in analogy to figure 12). See figure 28 below for the spectra of all
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A different way of seeing the level of agreement


between individual results 

The flux associated to the excess emission at 2 GeV vs galactic 
latitude: 

The excess signals from different analyses, agree within a factor of 
less than 2 in terms of total emission (that is wether it is DM or 
MSPs or CR outbursts). 
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Boyarsky+ 2010

Hooper&Slatyer 2013

Gordon+ 2013

Abazajian+ 2014

Daylan+ 2014

Calore+ 2014

Fermi coll. (preliminary)

contracted NFW � = 1.26

Fermi Bubbles (extrapolated)

HI + H2 (at z < 0.2 kpc)

FIG. 1. Intensity of the Fermi GeV excess at 2 GeV as function of Galactic latitude (see text for details), compared with the
expectations for a contracted NFW profile (dotted line). Error bars refer to statistical ±1� uncertainties, except for Refs. [12, 13]
for which we take into account the quoted systematics coming from di↵erent astrophysical models. The result from Ref. [25] for
the higher-latitude tail and the preliminary results by the Fermi-LAT team [16] on the Galactic center include an estimate of
the impact of foreground systematics. In these cases, the adopted ROIs are shown as bands (for Ref. [25], overlapping regions
correspond to the north and south parts of the sky). Gray areas indicate the intensity level of the Fermi bubbles, extrapolated
from |b| > 10�, and the region where HI and H2 gas emission from the inner Galaxy becomes important.

in the inner few degrees, as well as the higher-latitude

tail up to  ⇠ 20�. We show the di↵erential inten-
sity at a reference energy of 2 GeV. At this energy the
putative excess emission is – compared to other fore-
grounds/backgrounds – strongest, so the uncertainties
due to foreground/background subtraction systematics
are expected to be the smallest.

The intensities were derived by a careful rescaling of
results in the literature that fully takes into account
the assumed excess profiles. In most works, intensities
are quoted as averaged over a given Region Of Interest
(ROI). Instead of showing these averaged values, which
depend on the details of the adopted ROI, we use the
excess profiles to calculate the di↵erential intensity at a
fixed angular distance from the GC. These excess pro-
files usually follow the predictions similar to those of
a DM annihilation profile from a generalized Navarro-
Frenk-White (NFW) density distribution, which is given
by

⇢(r) = ⇢s
r3

s

r�(r + rs)3��
. (1)

Here, rs denotes the scale radius, � the slope of the in-
ner part of the profile, and ⇢s the scale density. As ref-
erence values we will – if not stated otherwise – adopt
rs = 20 kpc and � = 1.26, and ⇢s is fixed by the re-
quirement that the local DM density at r

�

= 8.5 kpc is
⇢

�

= 0.4 GeV cm�3.

We note that the intensities that we quote from
Ref. [25] refer already to a b̄b spectrum and take into
account correlated foreground systematics as discussed
below. In the case of a broken power-law, the intensities
would be in fact somewhat larger.

We find that all previous and current results (with the
exception of Ref. [7], which we do not show in Fig. 1)
agree within a factor of about two with a signal morphol-
ogy that is compatible with a contracted NFW profile
with slope � = 1.26, as it was noted previously [14, 25].
As mentioned in our Introduction, the indications for a
higher-latitude tail of the GeV excess profile is a rather
non-trivial test for the DM interpretation and provides
a serious benchmark for any astrophysical explanation
of the excess emission. However, we have to caution
that most of the previous analyses make use of the
same model for Galactic di↵use emission (P6V11). An
agreement between the various results is hence not too
surprising. Instead in the work of Ref. [25], the ⇡0,
bremsstrahlung and ICS emission maps, where calcu-
lated as independent components, with their exact mor-
phologies and spectra as predicted from a wide variety
of foreground/background models. As it was shown in
Ref. [25], the exact assumptions on the CR propagation
and the Galactic properties along the line-of-sight can im-
pact both the spectrum and the morphology (which also
vary with energy) of the individual gamma-ray emission
maps. To probe the associated uncertainties on those

Calore, Cholis, McCabe, Weniger, 2014



If this is a DM annihilation signal:

BEFORE: AFTER:

The range of possibilities (phenomenologically) becomes much larger.


Because of the correlated errors.
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FIG. 3. Preferred DM mass and annihilation cross-section (1,
2 and 3 � contours) for all single channel final states where
ICS emission can be safely ignored. Vertical gray lines refer
to the W , Z, h and t mass thresholds. The p-values for an-
nihilation to pure W+W �, ZZ and t̄t final states are below
0.05, indicating that the fit is poor for these channels; see
Tab. I. Uncertainties in the DM halo are parametrized and
bracketed by A = [0.17, 5.3], see Sec. V. The results shown
here refer to A = 1.

that the interpolation at mass threshold agrees with our
own results from PYTHIA 8.186.

In addition to gamma rays, CR electrons and positrons
are produced as final (stable) products of DM annihila-
tions. These CR electrons/positrons, like all other elec-
trons/positrons propagate in the Galaxy and produce
ICS and bremsstrahlung emission.5 Generally, the ICS
emission is expected to be more important for DM mod-
els with significant branching ratios to (light) leptons.
Therefore we separate our discussion to first address the
cases when ICS emission can be safely ignored, before
discussing in detail ICS emission for annihilation to lep-
tons.

A. Single annihilation channels without ICS

We first discuss annihilation to pure two-body annihi-
lation states for the cases when ICS emission can be safely
ignored. This turns out to be all cases except annihila-
tion to electrons and muons. In Fig. 3 we show the best-

5
CR p and p̄ from DM annihilations can also give their own ⇡0

emission of DM origin, but are suppressed from the p̄/p measure-

ments already by at least five orders of magnitude compared to

the conventional Galactic di↵use ⇡0
emission.

Channel
h�vi

(10�26 cm3 s�1)
m�

(GeV) �2
min p-value

q̄q 0.83+0.15
�0.13 23.8+3.2

�2.6 26.7 0.22

c̄c 1.24+0.15
�0.15 38.2+4.7

�3.9 23.6 0.37

b̄b 1.75+0.28
�0.26 48.7+6.4

�5.2 23.9 0.35

t̄t 5.8+0.8
�0.8 173.3+2.8

�0 43.9 0.003

gg 2.16+0.35
�0.32 57.5+7.5

�6.3 24.5 0.32

W+W � 3.52+0.48
�0.48 80.4+1.3

�0 36.7 0.026

ZZ 4.12+0.55
�0.55 91.2+1.53

�0 35.3 0.036

hh 5.33+0.68
�0.68 125.7+3.1

�0 29.5 0.13

⌧+⌧� 0.337+0.047
�0.048 9.96+1.05

�0.91 33.5 0.055
⇥
µ+µ� 1.57+0.23

�0.23 5.23+0.22
�0.27 43.9 0.0036

⇤
��ICS

TABLE I. Results of spectral fits to the Fermi GeV excess
emission as shown in Fig. 2, together with ±1� errors (which
include statistical as well as model uncertainties, see text).
We also show the corresponding p-value. Annihilation into
q̄q, c̄c, b̄b, gg and hh all give fits that are compatible with
the observed spectrum. There is also a narrow mass where
annihilation into ⌧+⌧� is not excluded with 95% CL signifi-
cance. Annihilation to pure W+W �, ZZ and t̄t is excluded
at 95% CL, as is the µ+µ� spectrum without ICS emission
(��ICS). Bosons masses are from the PDG live [93].

fit annihilation cross-section and DM mass for all other
two-body annihilation states involving SM fermions and
bosons. The results are also summarized in Tab. I, where
we furthermore give the p-value of the fit as a proxy for
the goodness-of-fit. As with previous analyses, we find
that annihilation to gluons and quark final states q̄q, c̄c
and b̄b, provide a good fit. In the case of the canonical b̄b
final states, we find slightly higher masses are preferred
compared to previous analyses, see e.g. Refs. [11, 13, 14].
This is because of the additional uncertainty in the high-
energy tail of the energy spectrum that is allowed for in
this analysis. The highest mass to b̄b final states that
still gives a good fit (with a p-value > 0.05) is 73.9 GeV.

As the tail of the spectrum extends to higher energy, we
also consider annihilation to on-shell t̄t and SM bosons.
For t̄t, we find that the fit is poor because the DM spec-
trum peaks at too high an energy (⇠ 4.5 GeV rather than
the observed peak at 1–3 GeV). As the p-value is very low
for this channel, we do not consider it further. Pure an-
nihilation to pairs of W and Z gauge bosons are also ex-
cluded at a little over 95% CL significance. However, per-
haps surprisingly, annihilation to pairs of on-shell Higgs
bosons (colloquially referred to as “Higgs in Space” [94])
produce a rather good fit, so long as h is produced close to
rest. This is analogous to the scenario studied in Ref. [95]
in a di↵erent context. One interesting feature of this
channel is the gamma-ray line at m�/2 ' 63 GeV from
h decay to two photons. This is clearly visible in the
central panel of Fig. 2. The branching ratio for h ! ��
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FIG. 12. Upper panel: Shown are the 95% CL upper limits on the velocity averaged cross-section for 100% bb̄ final states. The
horizontal dotted blue line denotes the thermal decoupling cross-section expected for WIMPs particles. Shown for comparison
are the upper limits obtained from the analysis of Dwarf Galaxies in Ref. [47] and GC analysis in Ref. [16] (see more details in
Fig. (11)). Lower panel: Shown are the regions of the parameter space which provide a good fit to Fermi-LAT data as derived
in this work (grey area) and in Hooper et al [16] (yellow area).

crolensing and dynamical data (see Fig. 5 of [34]) with
� = 1.3 to be ⇥0 = 0.34 GeV cm�3. Our ⇥0 for � = 1.2
and � = 1.3 match the corresponding ⇥0 in Ref. [16].
But, without the upper limit for their line of sight inte-
gral, it is not clear whether this match is coincidental or
not. Note that in the upper-limits plot of Fig. 12, the
match is not as good for M > 100 GeV but this likely
due to in their corresponding plot they use their 10 to
100 GeV bin and for M > 100 GeV the DM spectrum

significantly overlaps with that region.

For � = 1.2 the match is not as good, see Fig. 12.
As Fig. 2 shows the inner PSs are very degenerate with
the excess emission component and in the GC analysis of
[16] they use the 2FGL parameters for all the PSs except
Sgr A* which they fit a PS to the data without an GC
excess emission component. Their Sgr A* fit (see Fig. 4 of
Ref. [16] )is very similar to ours for the baseline model in
Fig. 2. They do use a broken power law parametrization

Calore, Cholis, McCabe, Weniger, 2014
The mass range preferred is actually higher. Even though still light 
DM models can work.

Gordon & Macias (1306.5725)

(see also P. Agrawal, B. Battel, P. Fox, R. Harnik, 1411.2592)



100 101 102

E [GeV]

10�8

10�7

10�6

10�5

E
2
d
N
/d

E
[G

eV
cm

�
2
s�

1
sr

�
1
]

broken PL

PL with exp. cuto↵

DM b̄b

DM ⌧+⌧�

GC excess spectrum with
stat. and corr. syst. errors

Figure 17. Spectrum of the GCE emission, together with statistical and systematical errors, for
model F (cf. figure 14). We show fits to the GCE with various spectral models. We emphasize that
the shown systematic errors are correlated, and that the spectral models actually do provide a good
fit to the data in most cases. We show the best-fit model parameters, along with indicators for the
fit quality, in table 4 (cf. figures 18 and 20). See text for details on the fitting procedure.

Here, dN/dEi (dN̄/dEi) denotes the measured (predicted) GCE flux in the i

th energy bin,
✓ the model parameters, �

stat.
i the corresponding statistical error, ⌃trunc

ij, mod the truncated
(24⇥24) covariance matrix accounting for empirical model systematics, and ⌃ij, res the resid-
ual systematics at sub-GeV energies that we discussed in subsection 4.2.3. For fits to the
segmented GCE template fluxes, the corresponding (240 ⇥ 240) correlation matrix is taken
to be block diagonal in the di↵erent GCE segments (we neglect segment-to-segment correla-
tions), and we set ⌃ij, res = 0, as it is not very relevant for morphology fits.

Like above, all fits are performed using the minimizer Minuit. For the two-dimensional
contour plots, we define the one, two and three sigma contours (which we show in the plots if
not otherwise stated) at ��

2 = 2.3, 6.2 and, 11.8, and derive them with the minos algorithm.
Note that we will neglect the e↵ects of the finite energy resolution of Fermi -LAT, which is
below 15% in the energy range of interest, but could be easily incorporated.

5.2 Dark Matter models

The most exciting interpretation of the GCE is that it is caused by the annihilation of DM
particles, and indeed all of the previous studies analyzing Fermi -LAT data focus on this
possibility [51–58]. Instead of presenting fits to a large number of DM annihilation spectra,
we will here simply concentrate on the most common cases discussed in the literature. We
concentrate on the hadronic annihilation channels b̄b and c̄c and on pure ⌧

+
⌧

� lepton final
states. The gamma-ray yields are taken from DarkSUSY 5.1.1 [125].

In the left panel of figure 18 we show the constraints in the h�vi-vs-m� plane that we
obtain from a fit to the GCE spectrum in figure 14. Correlated model systematics are taken
into account as discussed above. We find that both b̄b and c̄c provide rather good fits to the
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4

di↵use emissions, the authors of Ref. [25] built di↵er-
ent models allowing for extreme assumptions on the CR
sources distribution and injection spectra, on the Galac-
tic gasses distributions, on the interstellar radiation field
properties, on the Galactic magnetic field magnitude and
profile and on the Galactic di↵usion, convection and re-
acceleration.

Having performed these tests, it is reassuring that
Ref. [25] and later on Ref. [16], which employs an inde-
pendently derived array of foreground/background mod-
els, find – in their respective ROIs and around 2 GeV –
results that agree both in morphology and intensity of
the Fermi GeV excess emission, between themselves and
with previous works.2

In Fig. 1, we also indicate the latitude regions where
the flux from the Fermi bubbles becomes important (at
|b| & 6�, assuming a uniform intensity extrapolated from
higher latitudes) and where strong emission from HI+H2
gas in the inner Galaxy might significantly a↵ect the re-
sults (the inner 0.2 kpc). It appears that the latitude
range 2�  |b|  5� is best suited to extract spectral
information about the GeV excess.

Despite the agreement, from Fig. 1 it is also evident
that the exact values of the intensities disagree with each
other at the > 3� level. Since most of the error bars are
statistical only, this confirms that systematic uncertain-
ties in the subtraction of di↵use and point source emis-
sion play a crucial role for the excess intensity. These

e↵ects will be even more important for the spectral shape

of the excess. We will concentrate on the implication of
Galactic di↵use model systematics for DM models in the
next two sections III and IV.

III. THE TAILS IN THE FERMI GEV EXCESS
SPECTRUM

As already mentioned, the spectrum of the Fermi GeV
excess can be significantly a↵ected by the uncertainties
in the modeling of the Galactic di↵use emission (which,
along the line-of-sight, is typically a factor of a few
larger than the excess intensity). In general, the rele-
vant di↵use foregrounds/backgrounds result from three
processes: (1) the “⇡0 emission”, consisting of gamma
rays from boosted neutral mesons (mainly ⇡0s) that are
produced when CR nucleons have inelastic collisions with
the interstellar gas, (2) the bremsstrahlung radiation of
CR electrons when they scatter o↵ those same interstellar
gasses, and (3) the ICS, in which CR electrons up-scatter

2
Although the intensity of the Fermi GeV excess that was found

in Ref. [16] agrees at 2 GeV with previous findings, one has to

be careful with using the preliminary energy spectra presented

in that work for spectral studies. In particular for two of the pre-

sented background models, the spectral slopes of the background

components were explicitly not tuned to match the observations.

This biases residual like the GeV excess towards higher energies,

and can lead to biased results when fitting the excess spectrum.
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FIG. 2. The foreground/background systematics as derived in
Ref. [25] allow a large number of DM annihilation channels to
fit the data. This is here illustrated for three best-fit channels
from Tabs. I and II (taking model F). Correlated systematics
are shown by the gray bands, uncorrelated statistical errors by
the error bars (including also remaining method uncertain-
ties [25]), and we show the estimated ICS and ⇡0+Bremss
foreground/background fluxes for comparison. As illustrated
by the black dots, a small increase of these estimated Galactic
di↵use emissions within their systematic uncertainties (barely
visible on the log-scale) leads to a decrease of the inferred
Fermi GeV excess flux and vice-versa. The magnitude of this
e↵ect is dependent on the fitted spectrum (and hence di↵er-
ent in the three panels), but automatically taken into account
when the full covariance matrix is used.
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FIG. 6. Constraints on the branching ratio (BR) to mixed final states that include quarks and leptons. We marginalize over the
DM mass and the total annihilation cross-section. The angles of each triangle represent annihilations to a pure channel, with
the mass and cross-section being the best fit values given in Tabs. I and II (model F). The black dot in each plot corresponds to
the best-fit point (we give the p-value here), the solid, dashed and dot-dashed black lines show the 1, 2, and 3 � contours about
the best-fit point, and the solid, dashed and dot-dashed red lines indicate p-value contours of 0.32, 0.05 and 0.01 respectively.
Any combination of light quarks always results in a good fit. The BR to ⌧+⌧� can be substantial, with values over ⇠ 50%
allowed at 2�. Owing to the inclusion of ICS emission, any value of BR(µ+µ�) results in a good fit (cf. bottom panels) when
some fraction of q̄q, b̄b or ⌧+⌧� is also included. In each panel the background coloring refers to the best-mass range as indicated
by the color bar. Masses in the range 35–60 GeV lie inside the best-fit regions for all the shown combinations.

Previous multi-channel fits to the GeV excess have gen-
erally focused on the cases where h�vif / {m2

f , e2

f , 11},
where mf is the final state mass, ef the final state elec-
tric charge and 11 denotes universal couplings. These
scenarios can be motivated by considering models where
the particle mediating the annihilation mixes with the
SM Higgs (in variations of two-Higgs doublet (2HDM) or
Higgs portal models [103]) or from Minimal Flavor Vi-
olation [104] (in the case h�vif / m2

f ), where a vector
mediator kinetically mixes with electromagnetism (when
h�vif / e2

f ) or where the couplings are assumed univer-
sal as a simplifying assumption (when h�vif / 11). Here
however, we remain more agnostic to the allowed final

states. We do this for two reasons: Firstly, models of-
ten predict deviations from the exact relations h�vif /
{m2

f , e2

f , 11}. Secondly, not all models have been explored
so we do not want to over restrict ourselves.

We therefore show in Figs. 6 and 7 triangle plots with
fits to three final state channels. The plots are such that
the branching ratios (BR) sum to one (as required) and
we have marginalized over the DM mass and the total an-
nihilation cross-section. Owing to the large uncertainty
on the total cross-section from the Milky Way halo pa-
rameters (about a factor five as we anticipated in Fig. 3
and discussed in Sec. V), we choose to show the DM
mass that minimizes the �2 at each point by means of

12

Channel
h�vi

(10�26 cm3 s�1)
m�

(GeV) �2
min p-value

� ! e+e� 0.384+0.052
�0.051 45.7+3.4

�3.3 31.35 0.09

� ! µ+µ� 2.90+0.43
�0.42 91.7+8.9

�7.5 33.6 0.05

� ! ⇡+⇡� 5.11+0.72
�0.71 124.5+11.3

�9.8 33.3 0.06

TABLE III. As in Tab. I, results of spectral fits to the Fermi
GeV excess emission, for DM models annihilating into light
bosons �. The corresponding p-value is � 0.05 in all cases.
A slightly better fit is provided by � ! e+e�. For the ICS
emission we considered the di↵use emission model F.

D. Annihilation to hidden sector mediators

Up to this point we have only considered scenarios
where the DM particles annihilate directly to SM par-
ticles. However it is also plausible that the DM first
annihilates to intermediate hidden sector mediators �
that subsequently decay to SM particles. The medi-
ator � can mix with the SM Higgs or with hyper-
charge/electromagnetism, allowing for a variety of possi-
ble SM states from their decays.

These “cascade” annihilations produce boosted SM fi-
nal states, which, depending on the � mass, allow for
heavier DM particles than in the more conventional sce-
narios discussed previously. The case in which a gen-
eral mediator � decays primarily to b quarks has al-
ready been discussed extensively in the literature [52–
54, 56, 58, 59, 69]. In fact the single channel annihilation
to hh can be considered in this class since, after the h is
produced, it decays dominantly to b̄b with each b having
energy mh/2. This is why a DM interpretation for this
channel results in a good-fit even though the DM mass is
over twice as heavy compared with the values for other
channels.

Here we consider eXciting Dark Matter models
(XDM)[109, 110]. For an earlier discussion of XDM mod-
els in the context of the Fermi GeV excess see [111]. If
the gauge bosons � are lighter than 2 GeV, the kine-
matically allowed final states are e+e�, µ+µ� and ⇡+⇡�

or ⇡0s, while no anti-protons are produced, thus evading
the current constraints [112]. Such channels will produce,
after all the subsequent cascades, boosted electrons and
positrons and a subdominant contribution to FSR [113].

The ⇡0 channel can be evaded if the � mixes with elec-
tromagnetism, thus coupling to charge [110]. We will
therefore concentrate here on the annihilation channel
�� ! ��, with subsequent � decays as � ! e+e�,
� ! µ+µ� or � ! ⇡+⇡�.10

As the final states contain light leptons, it is again cru-
cial to include ICS emission. We do this as before using
the Galactic di↵use emission model F. We show the re-

10
For a case where the ⇡0

modes dominate, see [114].
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FIG. 8. Same as Fig. 6, but for annihilation into light bosons
�, which subsequently decay to � ! e+e�, � ! µ+µ� and
� ! ⇡+⇡�. While the best fit case is for the pure case to
� ! e+e�, at the 2� level a wide variety of possible BRs and
a range of masses between 45 GeV and 125 GeV is allowed.

sults from our spectral fits in Tab. III for single channel
decay to each of the three possible � decay modes: e+e�,
µ+µ� or ⇡+⇡�. We find that the best-fit case, � ! e+e�,
suggests a mass and a cross-section that is still allowed
from AMS positron fraction limits, within their uncer-
tainties, similarly to the case of direct DM annihilation
to µ+µ� discussed in Sec. IVB. Fig. 8 shows the resulting
triangle plot for floating BRs between the three � decay
modes, after marginalizing over the DM mass and the an-
nihilation cross-section to produce ��. Again the AMS
positron fraction limits constrain (but not severely) these
possibilities. For reference in these calculations we have
chosen � to be a vector with a mass of ' 0.6 GeV. Our
spectral fit results do not depend on the exact value of
the � mass, as long as it remains within 0.3–1 GeV, and
on whether � is a vector or a scalar, given the similarity of
the injected electron/positron spectra into the interstel-
lar medium from these options. Yet, on the model build-
ing side these can be important assumptions [110, 115].

V. CURRENT AND FUTURE CONSTRAINTS
FROM DWARF SPHEROIDALS

The arguably most promising channel for a confir-
mation of the DM interpretation of the Fermi GeV
excess are searches for corresponding signals in dwarf
spheroidal galaxies of the Milky Way. These observa-
tions probe already – for typical assumptions on the
Milky Way DM halo – DM scenarios that could explain
the Fermi GeV excess [85–88]. The currently strongest
(though still preliminary) limit on the annihilation cross-
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Di↵use Model
h�vi

(10�26 cm3 s�1)
m�

(GeV) �2
min p-value

A 12.4+1.6
�1.6 71.2+5.6

�4.8 34.4 0.04

C 11.8+3.3
�3.3 75.2+7.9

�8.1 77.5 ⌧ 10�3

D 3.56+0.44
�0.44 57.4+4.6

�4.1 23.9 0.35

F 1.70+0.22
�0.22 60.8+5.8

�3.9 28.2 0.17

TABLE II. Results of spectral fits to the Fermi GeV excess
emission for 100% annihilation into µ+µ�, with ICS emission
modeled according to Galactic di↵use models A, C, D and F
(see Ref. [25]). The ±1� errors include statistical as well as
model uncertainties, see text. We also show the minimum �2,
and the corresponding p-value.

is 2.3⇥ 10�3. Following Tab. I, this implies a partial an-
nihilation cross-section into four photons with m�/2 en-
ergy of h�vi���� ' 1.2 ⇥ 10�28 cm3 s�1. Relevant limits
from gamma-ray line searches can be found for example
in Ref. [96] (see also Ref. [20]). For a contracted NFW
profile (rescaled to � = 1.26), the limit for 125.7/2 GeV
mass DM particles annihilating into two photons with
energy 125.7/2 GeV is h�vi�� . 4.2 ⇥ 10�29 cm3 s�1

(at 95% CL). The relevant limit in our case is that
h�vi��!hh!���� . 8.4⇥10�29 cm3 s�1: there is a factor
2 because there are four � in each annihilation instead of
two, but this is compensated by a factor 1/4 from the re-
duction in the DM number density because, to produce
photons with the same energy, the DM must be twice as
heavy in �� ! ���� compared to �� ! ��. We find
that h�vi���� is therefore just below current limits. It
should be remembered that if the Higgs particles are not
produced exactly at rest, the lines are somewhat broad-
ened, which reduces the sensitivity of line searches [97].

We next turn to consider annihilation to leptons. Ow-
ing to the larger foreground uncertainties in this analysis,
we find that there is a small mass window where ⌧+⌧�

final state has a p–value larger than 0.05 (from about 9.4
GeV up to 10.5 GeV).

For completeness, we also list in Tab. I the result of
our spectral fit to µ+µ� final states without accounting

for ICS emission.
Finally, we remind the reader that the quoted cross-

sections assume the Milky Way halo parameters detailed
in Sec. II. These halo parameters are not well known and
as we will discuss below in Sec. V, dynamical and mi-
crolensing constraints on the halo parameters (from [98])
translate to about a factor five uncertainty in the cross-
section in both directions.

B. Single annihilation channels with ICS

ICS emission is expected to be important for DM mod-
els with significant branching ratios to (light) leptons (see
for instance Ref. [99] for a discussion in the context of the
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FIG. 4. The ICS emission spectrum from propagation models
A, C, D and F (see Ref. [25]) for a DM particle of 60 GeV
annihilating to µ+µ� with thermal cross-section. Fluxes are
averaged over a 40� ⇥ 40� ROI centered on the GC, with
|b| < 2� masked. For comparison, we also show the prompt
component of that channel, which is dominated by final state
radiation.

GeV excess at the GC). Yet, any DM model that has a
large branching ratio to monochromatic e+e� is severely
constrained by the positron fraction data from the AMS
experiment [77]. Moreover, for any DM mass the anni-
hilation channel to monochromatic e+e� would lead to
an ICS gamma-ray spectrum with a hard cuto↵ at the
mass threshold. This though is in tension with the fact
that the Fermi GeV excess spectrum has a very broad
peak at ' 2 GeV, making such a model an improbable
one in the context of the Fermi GeV excess. Therefore,
DM models annihilating into e+e� will not be studied in
this work. We concentrate instead on the ICS signatures
from DM annihilations to µ+µ�.

For the calculation of the ICS spectrum of DM origin
we use GALPROP v54.1.9846 [100, 101]. The ICS signal
depends on the assumptions with regards to the pho-
ton targets of the interstellar radiation field and those
on the energy losses and di↵usion time scales of the elec-
trons/positrons. We use in this work four di↵erent Galac-
tic di↵use emission (Galactic CR propagation) models
that account for the relevant uncertainties. These four
models are models A, C, D and F of Ref. [25]. As can
be seen in Fig. 4, these four models give significantly dif-
ferent predictions (by almost an order of magnitude) for
the averaged (over our ROI) ICS DM signal. Finally,
bremsstrahlung of DM origin is insignificant in all these
cases and thus can be ignored.7

6
http://galprop.stanford.edu/

7
We find the ratio of ICS/bremsstrahlung flux to be between 10

and 100, for all the relevant DM annihilation modes and for

gamma-ray energies < 10 GeV that a↵ect the spectral fits.

One can also study the ICS signal from DM annihilations (including 
astrophysical uncertainties):



Understanding the morphology of the 


signal in various windows can be



crucial; FOR ANY model that


wants to explain the GC excess via 



CR electrons(positrons) whether of DM 
origin or Not. 
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The amplitude of the signal is in general agreement with constraints from other 
indirect probes: Dwarf spheroidal galaxies, other DM galactic substructures 
antiprotons, gamma-rays from other regions of the galactic sky, the CMB.    

strong limits from dwarf spheroidal 
galaxies (see results at 1503.02641)
Antiprotons can still give stronger limits 
for b-quarks by a factor of ~2.


For DM models with high BRs to leptons 
the AMS-02 data actually provide the 
best limits instead.
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Fig. 40. 2-dimensional marginal distributions in the pann–ns
plane for Planck TT+lowP (red), EE+lowP (yellow), TE+lowP
(green), and Planck TT,TE,EE+lowP (blue) data combinations.
We also show the constraints obtained using WMAP9 data (light
blue).

We then add pann as an additional parameter to those of the base
⇤CDM cosmology. Table 6 shows the constraints for various
data combinations.

Table 6. Constraints on pann in units of cm3 s�1 GeV�1.

Data combinations pann (95 % upper limits)

TT+lowP . . . . . . . . . . . . . . . . . < 5.7 ⇥ 10�27

EE+lowP . . . . . . . . . . . . . . . . . < 1.4 ⇥ 10�27

TE+lowP . . . . . . . . . . . . . . . . . < 5.9 ⇥ 10�28

TT+lowP+lensing . . . . . . . . . . . < 4.4 ⇥ 10�27

TT,TE,EE+lowP . . . . . . . . . . . . < 4.1 ⇥ 10�28

TT,TE,EE+lowP+lensing . . . . . . < 3.4 ⇥ 10�28

TT,TE,EE+lowP+ext . . . . . . . . . < 3.5 ⇥ 10�28

The constraints on pann from the Planck TT+lowP spec-
tra are about 3 times weaker than the 95 % limit of pann <
2.1 ⇥ 10�27 cm3 s�1 GeV�1 derived from WMAP9, which in-
cludes WMAP polarization data at low multipoles. However, the
Planck T E or EE spectra improve the constraints on pann by
about an order of magnitude compared to those from Planck TT
alone. This is because the main e↵ect of dark matter annihila-
tion is to increase the width of last scattering, leading to a sup-
pression of the amplitude of the peaks both in temperature and
polarization. As a result, the e↵ects of DM annihilation on the
power spectra at high multipole are degenerate with other param-
eters of base ⇤CDM, such as ns and As (Chen & Kamionkowski
2004; Padmanabhan & Finkbeiner 2005). At large angular scales
(` . 200), however, dark matter annihilation can produce an
enhancement in polarization caused by the increased ionization
fraction in the freeze-out tail following recombination. As a re-
sult, large-angle polarization information is crucial in breaking
the degeneracies between parameters, as illustrated in Fig. 40.
The strongest constraints on pann therefore come from the full
Planck temperature and polarization likelihood and there is little
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Fig. 41. Constraints on the self-annihilation cross-section at re-
combination, h�3iz⇤ , times the e�ciency parameter, fe↵ (Eq. 81).
The blue area shows the parameter space excluded by the Planck
TT,TE,EE+lowP data at 95 % CL. The yellow line indicates the
constraint using WMAP9 data. The dashed green line delineates
the region ultimately accessible by a cosmic variance limited ex-
periment with angular resolution comparable to that of Planck.
The horizontal red band includes the values of the thermal-relic
cross-section multiplied by the appropriate fe↵ for di↵erent DM
annihilation channels. The dark grey circles show the best-fit
DM models for the PAMELA/AMS-02/Fermi cosmic-ray ex-
cesses, as calculated in Cholis & Hooper (2013) (caption of their
figure 6). The light grey stars show the best-fit DM models for
the Fermi Galactic centre gamma-ray excess, as calculated by
Calore et al. (2014) (their tables I, II, and III), with the light
grey area indicating the astrophysical uncertainties on the best-
fit cross-sections.

improvement if other astrophysical data, or Planck lensing, are
added.30

We verified the robustness of the Planck TT,TE,EE+lowP
constraint by also allowing other extensions of ⇤CDM (Ne↵ ,
dns/d ln k, or YP) to vary together with pann. We found that the
constraint is weakened by up to 20 %. Furthermore, we have ver-
ified that we obtain consistent results when relaxing the priors
on the amplitudes of the Galactic dust templates or if we use the
CamSpec likelihood instead of the baseline Plik likelihood.

Figure 41 shows the constraints from WMAP9, Planck
TT,TE,EE+lowP, and a forecast for a cosmic variance limited
experiment with similar angular resolution to Planck31. The hor-
izontal red band includes the values of the thermal-relic cross-
section multiplied by the appropriate fe↵ for di↵erent DM anni-
hilation channels. For example, the upper red line corresponds to
fe↵ = 0.67, which is appropriate for a DM particle of mass m� =
10 GeV annihilating into e+e�, while the lower red line corre-
sponds to fe↵ = 0.13, for a DM particle annihilating into 2⇡+⇡�
through an intermediate mediator (see e.g., Arkani-Hamed et al.
2009). The Planck data exclude at 95 % confidence level a ther-

30It is interesting to note that the constraint derived from Planck
TT,TE,EE+lowP is consistent with the forecast given in Galli et al.
(2009), pann < 3 ⇥ 10�28 cm3 s�1 GeV�1.

31We assumed that the cosmic variance limited experiment would
measure the angular power spectra up to a maximum multipole of
`max = 2500, observing a sky fraction fsky = 0.65.
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ABSTRACT

This paper presents cosmological results based on full-mission Planck observations of temperature and polarization anisotropies of the cosmic mi-
crowave background (CMB) radiation. Our results are in very good agreement with the 2013 analysis of the Planck nominal-mission temperature
data, but with increased precision. The temperature and polarization power spectra are consistent with the standard spatially-flat six-parameter
⇤CDM cosmology with a power-law spectrum of adiabatic scalar perturbations (denoted “base ⇤CDM” in this paper). From the Planck tempera-
ture data combined with Planck lensing, for this cosmology we find a Hubble constant, H0 = (67.8±0.9) km s�1Mpc�1, a matter density parameter
⌦m = 0.308 ± 0.012, and a tilted scalar spectral index with ns = 0.968 ± 0.006, consistent with the 2013 analysis. (In this abstract we quote 68 %
confidence limits on measured parameters and 95 % upper limits on other parameters.) We present the first results of polarization measurements
with the Low Frequency Instrument at large angular scales. Combined with the Planck temperature and lensing data, these measurements give a
reionization optical depth of ⌧ = 0.066 ± 0.016, corresponding to a reionization redshift of zre = 8.8+1.7

�1.4. These results are consistent with those
from WMAP polarization measurements cleaned for dust emission using 353 GHz polarization maps from the High Frequency Instrument. We
find no evidence for any departure from base ⇤CDM in the neutrino sector of the theory. For example, combining Planck observations with other
astrophysical data we find Ne↵ = 3.15 ± 0.23 for the e↵ective number of relativistic degrees of freedom, consistent with the value Ne↵ = 3.046 of
the Standard Model of particle physics. The sum of neutrino masses is constrained to

P
m⌫ < 0.23 eV. The spatial curvature of our Universe is

found to be very close to zero with |⌦K | < 0.005. Adding a tensor component as a single-parameter extension to base ⇤CDM we find an upper
limit on the tensor-to-scalar ratio of r0.002 < 0.11, consistent with the Planck 2013 results and consistent with the B-mode polarization constraints
from a joint analysis of BICEP2, Keck Array, and Planck (BKP) data. Adding the BKP B-mode data to our analysis leads to a tighter constraint of
r0.002 < 0.09 and disfavours inflationary models with a V(�) / �2 potential. The addition of Planck polarization data leads to strong constraints on
deviations from a purely adiabatic spectrum of fluctuations. We find no evidence for any contribution from isocurvature perturbations or from cos-
mic defects. Combining Planck data with other astrophysical data, including Type Ia supernovae, the equation of state of dark energy is constrained
to w = �1.006 ± 0.045, consistent with the expected value for a cosmological constant. The standard big bang nucleosynthesis predictions for the
helium and deuterium abundances for the best-fit Planck base ⇤CDM cosmology are in excellent agreement with observations. We also analyse
constraints on annihilating dark matter and on possible deviations from the standard recombination history. In both cases, we find no evidence for
new physics. The Planck results for base ⇤CDM are in good agreement with baryon acoustic oscillation data and with the JLA sample of Type Ia
supernovae. However, as in the 2013 analysis, the amplitude of the fluctuation spectrum is found to be higher than inferred from some analyses
of rich cluster counts and weak gravitational lensing. We show that these tensions cannot easily be resolved with simple modifications of the base
⇤CDM cosmology. Apart from these tensions, the base ⇤CDM cosmology provides an excellent description of the Planck CMB observations and
many other astrophysical data sets.

Key words. Cosmology: observations – Cosmology: theory – cosmic microwave background – cosmological parameters
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A non-DM interpretation: 
Millisecond Pulsars (MSPs)?

How about a collection of Unresolved MSPs ?

!
Consider a large population of unresolved points sources distributed throughout the 
inner 100 parsecs of the Galaxy could produce the observed signal,  Most likely 
scenario ~103 millisecond pulsars.

!
Why MSPs? : The observed spectra of Fermi’s observed MSPs are qualitatively similar 
to that from the extended emission from the Galactic Center.


!
Still the Galactic Center emission appears to have a significantly harder spectral 
index below ~1-2 GeV and a high energy tail.


!
Also the suggested morphology in the inner few degrees of the observed flux implies 
a very concentrated distribution of sources (F α r -2.6), while the observed stellar 
distribution is much more shallow (nstar α r -1.25) 


Yet, MSPs  are born as a result of star-star interactions, so in that environment they 


may have been formed over the last many Gyrs at a preferable rate (and distribu- 


tion). 


Within the inner 2 degrees BOTH DM annihilation and MSPs ARE VIABLE 





A bit about Pulsars in General
2
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FIG. 1: The period (P ) and its rate of change (dP/dt), for pulsars described in the ATNF catalog [12]. Open circles denote
binary pulsars (most of which are millisecond pulsars), while squares and X’s represent radio quiet pulsars and anomalous
X-ray and/or soft gamma-ray emitters, respectively. All other pulsars are shown as dots. Also shown are contours of constant
spin-down power (red dashes), magnetic field (blue dots), and characteristic age, � � P/2Ṗ (solid black), calculated assuming
a neutron star mass of 1.4M� and a radius of 10 km. See text for discussion.

explained by a population of gamma-ray pulsars. Here,
and throughout this paper, we use the phrase “Inner
Galaxy” to refer to the region within several kiloparsecs
of the Galactic Center, as opposed to the much smaller
region (⇥100 pc) referred to as the “Galactic Center”.
After briefly reviewing some of the most relevant aspects
of pulsars in Sec. II, we turn our attention in Sec. III
to the gamma-ray spectra observed from known millisec-
ond pulsars. We find that the spectrum observed from
these sources is not compatible with that of the Inner
Galaxy’s GeV excess. Independently of spectral argu-
ments, we demonstrate in Sec. IV that the Inner Galaxy’s
GeV excess cannot be accounted for with millisecond
pulsars without significantly overpredicting the number
of pulsars that Fermi would have resolved as individual
point sources. Pulsar distributions which are consistent
with Fermi’s source catalog can account for no more than
⇥10% of the observed GeV excess. From either of these
arguments, we conclude that gamma-ray pulsars cannot
account for a significant fraction of the Inner Galaxy’s
GeV excess. In Sec. V, we briefly summarize our results
and their implications.

II. A BRIEF REVIEW OF ORDINARY AND
MILLISECOND PULSARS

Pulsars are rapidly spinning neutron stars which
steadily convert their rotational kinetic energy into ra-
diation, including potentially observable emission at ra-

dio and gamma-ray wavelengths. When initially formed,
pulsars typically exhibit rotational periods on the or-
der of tens or hundreds of milliseconds, and mag-
netic field strengths of ⇥1011-1013 G (see Fig. 1).
As a result of magnetic-dipole braking, a pulsar’s
period will slow down at a rate given by Ṗ =
3.3 � 10�15 (B/1012 G)2 (P/0.3 s)�1, corresponding to
an energy loss rate of Ė = 4�2IṖ /P 3 = 4.8 �
1033erg/s (B/1012 G)2 (P/0.3 s)�4 (I/1045g cm2). As a
result of this rotational slowing, pulsars steadily become
less luminous. For very young pulsars, this occurs very
rapidly. Within a few hundred thousand years, the Crab
and Vela pulsars will become a thousand times fainter
than they are at present. After ⇥10-100 million years,
such objects slow to a point at which they are no longer
able to generate radio emission (crossing what is known
as the pulsar “death line”).

To those pulsars that are gravitationally bound to a
binary companion, another stage of evolution is possi-
ble. If at some point in time (likely well after the pulsar
has lost most of its rotational kinetic energy and become
faint) the companion enters a red giant phase, accretion
onto the pulsar and the corresponding transfer of angu-
lar momentum can dramatically increase the rotational
speed of the pulsar (to P⇥1.5-100 ms), while also dra-
matically reducing the magnetic field (to B⇥108-109 G).
Such millisecond pulsars (MSPs) (also known as spun-up
or recycled pulsars) can be as luminous as ordinary pul-
sars, but evolve much more slowly, remaining bright for
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In this paper, we explore the possibility that the positron fraction reported by PAMELA may be generated by
mature pulsars. Gamma-ray pulsars are predicted to produce energetic electron-positron pairs with a harder spectrum
than that from secondary cosmic-ray induced origin, leading to the possibility that such sources may dominate the
cosmic ray positron spectrum at high energies. We calculate the spectrum of such particles from known local pulsars
(Geminga and B0656+14), and from the sum of all pulsars distributed throughout the Milky Way. As found in
earlier studies [16], we find that both local pulsars and the sum of pulsars distributed throughout the Milky Way can
contribute significantly to the observed spectrum. At 10 GeV, we estimate that on average only ∼20% of the cosmic
ray positrons originate from pulsars within 500 parsecs from the Solar System. If gamma-ray pulsars are formed at a
rate of ∼4 per century in the Milky Way, we find that the observed flux of ∼10-20 GeV positrons could be plausibly
generated in such objects. Similar conclusions were derived in [17, 18]. Above ∼50 GeV, however, the positron
spectrum is likely to be dominated by a single or small number of nearby pulsars. If the high energy electron-positron
spectrum is dominated by a single nearby source, it opens the possibility of detecting a dipole anisotropy in their
angular distribution (see also [19]). We find that such a feature could potentially be detected by the Fermi gamma-ray
space telescope (formerly known as GLAST) [20], thus enabling a powerful test to discriminate between the pulsar
and dark matter origins of the observed cosmic ray positron excess.

The remainder of this article is structured as follows: In Sec. II, we review the known properties of pulsars and
consider them as sources of high energy electron-positron pairs. In Sec. III, we consider the nearby pulsars Geminga
and B0656+14 and discuss their potential contributions to the cosmic ray positron spectrum. In Sec. IV, we calculate
the expected dipole anisotropy from nearby pulsars and compare this to the sensitivity of the Fermi gamma-ray space
telescope. We summarize and draw our conclusions in Sec. V.

II. PULSARS AS SOURCES OF ELECTRON-POSITRON PAIRS

In both models of polar gap [21, 22] and outer gap [23], electrons can be accelerated in different regions of the
pulsar magnetosphere and induce an electromagnetic cascade through the emission of curvature radiation, which in
turn results in production of photons which are above threshold for pair production in the strong pulsar magnetic
field. This process results in lower energy electrons and positrons that can escape the magnetosphere either through
the open field lines [25] or after joining the pulsar wind [18]. In this second case, the electrons and positrons lose
part of their energy adiabatically because of the expansion of the wind. The energy spectrum injected by a single
pulsar depends on the environmental parameters of the pulsar, but some attempts to calculate the average spectrum
injected by a population of mature pulsars suggest that the spectrum may be relatively hard, having a slope of
∼1.5-1.6 [18]. This spectrum, however, results from a complex interplay of individual pulsar spectra, of the spatial
and age distributions of pulsars in the Galaxy, and on the assumption that the chief channel for pulsar spin down
is magnetic dipole radiation. Due to the related uncertainties, variations from this injection spectra cannot be ruled
out. Typically, one concentrates the attention on pulsars of age ∼105 years because younger pulsars are likely to still
be surrounded by their nebulae, which confine electrons and positrons and thus prevent them from being liberated
into the interstellar medium until later times.

Still, some energetics considerations can be done with simple analytical models; this will also help the understanding
of arguments developed in the next Section. The rate of energy injection from a single pulsar in the form of pairs is
limited by its spin-down power (the rate of energy loss corresponding to the slowing rate of rotation). Assuming that
this is simply due to the emission of magnetic dipole radiation, the maximum rate of energy injection can be written
as (see e.g. [24]):

Ė = −
B2

sR6
sΩ

4

6c3
≈ 1031B2

12R
6
10P

−4 erg s−1, (1)

where B12 = Bs/1012G is the magnetic field at the surface of the star, R10 = Rs/10km is the radius of the star and P
is the period of the star in seconds. The period P (gyration frequency Ω) increases (decreases) with time as a result
of the spin-down, according to

Ω(t) =
Ω0

(1 + t/τ0)
1/2

, (2)

where τ0 = 3c3I/(B2
sR6

sΩ
2
0), I = (2/5)MsR2

s is the moment of inertia of the star with mass Ms and Ω0 = 2π/P0 is
the initial spin frequency of the pulsar and P0 is the initial period. Numerically, this yields:
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τ0 = 7.4 × 107B−2
12

(

Ms

1.4M⊙

)

R−4
10 P 2

0 years. (3)

It follows that the upper limit to the rate of energy deposit in the form of electron-positron pairs is

L = IΩΩ̇ =
1

2
IΩ2

0
1

τ0

1
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1 + t
τ0

)2 . (4)

In terms of the total energy injected in a time t after the pulsar birth,

Etot(t) =
1

2
IΩ2

0
t

τ0

1

1 + t
τ0

= 6 × 1043P−4
0 R6

10B
2
12t5

1
(

1 + t
τ0

) erg, (5)

where t5 is the time in units of 105 years. Therefore, the total energy that a mature pulsar (t ≫ τ0) has injected in
the form of magnetic dipole radiation saturates to

Etot ≈
1

2
IΩ2

0 = 2.2 × 1046

(

Ms

1.4M⊙

)

R2
10P

−2
0 erg. (6)

In the same assumption of a mature pulsar, we also have that Ω0 ≈ Ω(t/τ0)1/2, where Ω is the gyration frequency
measured today. For instance, for the Geminga pulsar (P = 230 ms) t ≈ 370, 000 years and τ ≈ 104 years (using
B12 = 1.6 and R10 = 1.5), one has Ω0 ≈ 166 s−1 (P0 ≈ 40 ms). For these values of the parameters, the total energy
output of the pulsar is rather large, Etot ≈ 1049 erg, which could easily account for the high energy positron flux. It
is worth stressing, however, that only a small fraction of this energy will eventually end up in the form of escaping
electron-positron pairs, and thus this number should be treated as an absolute upper limit on the pair luminosity of
a single pulsar. Qualitatively, the combined effect of a declining absolute luminosity [Eq. (4)] and of an increasing
escape probability conspire in singling out typical ages of ∼105 years for the pulsars expected to contribute maximally
to the positron flux.

To proceed in a more quantitative way towards the calculation of the overall spectrum from Galactic pulsars, one
needs to adopt a model for the e+−e− acceleration and escape probability from a single pulsar with a given magnetic
field, period, etc. and then integrate over a Monte Carlo distribution of these typical parameters in a Galactic Pulsar
population. The resulting injection spectrum we adopt follows from such a calculation in Ref. [18]:

dNe

dEe
≈ 8.6 × 1038Ṅ100 (Ee/GeV)−1.6 exp (−Ee/80 GeV)GeV−1 s−1, (7)

where Ṅ100 is the rate of pulsar formation in units of pulsars per century. This expression corresponds to an average
energy output in electron-positron pairs of approximately 6 × 1046 erg per pulsar, i.e. to efficiency ! 1% compared
with the upper bound derived above. In the following, we inject this spectrum according to the spatial distribution
of pulsars given in Refs. [18, 26].

Once electrons and positrons are produced, diffusion in the Galactic Magnetic Field regulates their motion. Unlike
previous approaches to the problem, mostly based on a simple implementation of the leaky box model, we calculate
the effects of propagation by solving the transport equation for electrons, including synchrotron and inverse Compton
scattering losses:

∂

∂t

dne

dEe
= ▽⃗ ·

[

K(Ee)▽⃗
dne

dEe

]

+
∂

∂Ee

[

B(Ee)
dne

dEe

]

+ Q(Ee, x⃗), (8)

with a free escape boundary condition at 4 kpc above and below the Galactic Plane. Here dne/dEe is the number
density of electrons/positrons per unit energy, K(Ee) is the diffusion coefficient and B(Ee) is the rate of energy
loss. We adopt K(Ee) ≡ K0(1 + Ee/(3 GeV))δ with K0 = 3.4 × 1028 cm2/s and δ = 0.6, and B(Ee) = −bE2

e with
b = 10−16GeV−1s−1. Q corresponds to the source term described above.

In Fig. 1, we show the spectrum of positrons and the positron fraction resulting from the sum of all pulsars
throughout the Milky Way. In the upper panels, we show results for different rates of pulsar birth (one per 10, 25,
or 100 years). The dashed line represents the baseline result neglecting the contribution from pulsars, including only
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≈ 8.6 × 1038Ṅ100 (Ee/GeV)−1.6 exp (−Ee/80 GeV)GeV−1 s−1, (7)
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FIG. 1: The period (P ) and its rate of change (dP/dt), for pulsars described in the ATNF catalog [12]. Open circles denote
binary pulsars (most of which are millisecond pulsars), while squares and X’s represent radio quiet pulsars and anomalous
X-ray and/or soft gamma-ray emitters, respectively. All other pulsars are shown as dots. Also shown are contours of constant
spin-down power (red dashes), magnetic field (blue dots), and characteristic age, � � P/2Ṗ (solid black), calculated assuming
a neutron star mass of 1.4M� and a radius of 10 km. See text for discussion.

explained by a population of gamma-ray pulsars. Here,
and throughout this paper, we use the phrase “Inner
Galaxy” to refer to the region within several kiloparsecs
of the Galactic Center, as opposed to the much smaller
region (⇥100 pc) referred to as the “Galactic Center”.
After briefly reviewing some of the most relevant aspects
of pulsars in Sec. II, we turn our attention in Sec. III
to the gamma-ray spectra observed from known millisec-
ond pulsars. We find that the spectrum observed from
these sources is not compatible with that of the Inner
Galaxy’s GeV excess. Independently of spectral argu-
ments, we demonstrate in Sec. IV that the Inner Galaxy’s
GeV excess cannot be accounted for with millisecond
pulsars without significantly overpredicting the number
of pulsars that Fermi would have resolved as individual
point sources. Pulsar distributions which are consistent
with Fermi’s source catalog can account for no more than
⇥10% of the observed GeV excess. From either of these
arguments, we conclude that gamma-ray pulsars cannot
account for a significant fraction of the Inner Galaxy’s
GeV excess. In Sec. V, we briefly summarize our results
and their implications.

II. A BRIEF REVIEW OF ORDINARY AND
MILLISECOND PULSARS

Pulsars are rapidly spinning neutron stars which
steadily convert their rotational kinetic energy into ra-
diation, including potentially observable emission at ra-

dio and gamma-ray wavelengths. When initially formed,
pulsars typically exhibit rotational periods on the or-
der of tens or hundreds of milliseconds, and mag-
netic field strengths of ⇥1011-1013 G (see Fig. 1).
As a result of magnetic-dipole braking, a pulsar’s
period will slow down at a rate given by Ṗ =
3.3 � 10�15 (B/1012 G)2 (P/0.3 s)�1, corresponding to
an energy loss rate of Ė = 4�2IṖ /P 3 = 4.8 �
1033erg/s (B/1012 G)2 (P/0.3 s)�4 (I/1045g cm2). As a
result of this rotational slowing, pulsars steadily become
less luminous. For very young pulsars, this occurs very
rapidly. Within a few hundred thousand years, the Crab
and Vela pulsars will become a thousand times fainter
than they are at present. After ⇥10-100 million years,
such objects slow to a point at which they are no longer
able to generate radio emission (crossing what is known
as the pulsar “death line”).

To those pulsars that are gravitationally bound to a
binary companion, another stage of evolution is possi-
ble. If at some point in time (likely well after the pulsar
has lost most of its rotational kinetic energy and become
faint) the companion enters a red giant phase, accretion
onto the pulsar and the corresponding transfer of angu-
lar momentum can dramatically increase the rotational
speed of the pulsar (to P⇥1.5-100 ms), while also dra-
matically reducing the magnetic field (to B⇥108-109 G).
Such millisecond pulsars (MSPs) (also known as spun-up
or recycled pulsars) can be as luminous as ordinary pul-
sars, but evolve much more slowly, remaining bright for
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FIG. 1: The period (P ) and its rate of change (dP/dt), for pulsars described in the ATNF catalog [12]. Open circles denote
binary pulsars (most of which are millisecond pulsars), while squares and X’s represent radio quiet pulsars and anomalous
X-ray and/or soft gamma-ray emitters, respectively. All other pulsars are shown as dots. Also shown are contours of constant
spin-down power (red dashes), magnetic field (blue dots), and characteristic age, � � P/2Ṗ (solid black), calculated assuming
a neutron star mass of 1.4M� and a radius of 10 km. See text for discussion.

explained by a population of gamma-ray pulsars. Here,
and throughout this paper, we use the phrase “Inner
Galaxy” to refer to the region within several kiloparsecs
of the Galactic Center, as opposed to the much smaller
region (⇥100 pc) referred to as the “Galactic Center”.
After briefly reviewing some of the most relevant aspects
of pulsars in Sec. II, we turn our attention in Sec. III
to the gamma-ray spectra observed from known millisec-
ond pulsars. We find that the spectrum observed from
these sources is not compatible with that of the Inner
Galaxy’s GeV excess. Independently of spectral argu-
ments, we demonstrate in Sec. IV that the Inner Galaxy’s
GeV excess cannot be accounted for with millisecond
pulsars without significantly overpredicting the number
of pulsars that Fermi would have resolved as individual
point sources. Pulsar distributions which are consistent
with Fermi’s source catalog can account for no more than
⇥10% of the observed GeV excess. From either of these
arguments, we conclude that gamma-ray pulsars cannot
account for a significant fraction of the Inner Galaxy’s
GeV excess. In Sec. V, we briefly summarize our results
and their implications.

II. A BRIEF REVIEW OF ORDINARY AND
MILLISECOND PULSARS

Pulsars are rapidly spinning neutron stars which
steadily convert their rotational kinetic energy into ra-
diation, including potentially observable emission at ra-

dio and gamma-ray wavelengths. When initially formed,
pulsars typically exhibit rotational periods on the or-
der of tens or hundreds of milliseconds, and mag-
netic field strengths of ⇥1011-1013 G (see Fig. 1).
As a result of magnetic-dipole braking, a pulsar’s
period will slow down at a rate given by Ṗ =
3.3 � 10�15 (B/1012 G)2 (P/0.3 s)�1, corresponding to
an energy loss rate of Ė = 4�2IṖ /P 3 = 4.8 �
1033erg/s (B/1012 G)2 (P/0.3 s)�4 (I/1045g cm2). As a
result of this rotational slowing, pulsars steadily become
less luminous. For very young pulsars, this occurs very
rapidly. Within a few hundred thousand years, the Crab
and Vela pulsars will become a thousand times fainter
than they are at present. After ⇥10-100 million years,
such objects slow to a point at which they are no longer
able to generate radio emission (crossing what is known
as the pulsar “death line”).

To those pulsars that are gravitationally bound to a
binary companion, another stage of evolution is possi-
ble. If at some point in time (likely well after the pulsar
has lost most of its rotational kinetic energy and become
faint) the companion enters a red giant phase, accretion
onto the pulsar and the corresponding transfer of angu-
lar momentum can dramatically increase the rotational
speed of the pulsar (to P⇥1.5-100 ms), while also dra-
matically reducing the magnetic field (to B⇥108-109 G).
Such millisecond pulsars (MSPs) (also known as spun-up
or recycled pulsars) can be as luminous as ordinary pul-
sars, but evolve much more slowly, remaining bright for

Basic model assumed Magnetic dipole radiation (n=3)
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2.1.1. Spin-down luminosity, age, and magnetic field. An isolated pulsar has a
spin period, P , and a period derivative with respect to time, Ṗ ≡ dP/dt, both of
which can be determined from observations of the pulsed signal.

The “spin down luminosity” of the pulsar, Ė = −d Erot/dt, is the rate at which
rotational kinetic energy is dissipated, and is thus given by the equation:

Ė ≡ 4π2 I
Ṗ
P3 , (1)

where I is the neutron star’s moment of inertia, which for a mass of 1.4 M⊙ and a radius
of 10 km has the value 1045 g cm−2. Values of Ė for the observed pulsar population
range between ≈5 × 1038 ergs s−1 for the Crab pulsar and PSR J0537-6910, down to
3 × 1028 ergs s−1 for the slowest known pulsar, PSR J2144-3933 (Manchester et al.,
2005). Typically only pulsars with Ė ! 4 × 1036 ergs s−1 (of which ∼15 are currently
known) produce prominent PWNe (Gotthelf 2004).

The age and surface magnetic field strength of a neutron star can be inferred from
P and Ṗ , subject to certain assumptions. If a pulsar spins down from an initial spin
period P0 such that !̇ = −k!n (where ! = 2π/P and n is the “braking index”), then
the age of the system is (Manchester & Taylor 1977)

τ = P
(n − 1)Ṗ

[

1 −
(

P0

P

)n−1
]

, (2)

where we have assumed k to be a constant and n ̸= 1. The braking index, n, has only
been confidently measured for four pulsars (Livingstone, Kaspi & Gavriil 2005, and
references therein), in each case falling in the range 2 < n < 3.

If for the rest of the population we assume n = 3 (corresponding to spin down via
magnetic dipole radiation) and P0 ≪ P , Equation 2 reduces to the expression for the
“characteristic age” of a pulsar,

τc ≡ P
2Ṗ

. (3)

Equation 3 often overestimates the true age of the system, indicating that P0 is not
much smaller than P (e.g., Migliazzo et al., 2002). PWNe resembling the Crab
Nebula tend to be observed only for pulsars younger than about 20,000 years (see
Section 4); older pulsars with high space velocities can power bow-shock PWNe (see
Section 5).

In the case of a dipole magnetic field, we find k = 2M 2
⊥ /3I c 3, where M⊥ is the

component of the magnetic dipole moment orthogonal to the rotation axis. We can
thus estimate an equatorial surface magnetic field strength:

Bp ≡ 3.2 × 1019(P Ṗ )1/2G, (4)

where P is in seconds. Magnetic field strengths inferred from Equation 4 range
between 108 G for recycled (or “millisecond”) pulsars up to >1015 G for “magnetars.”
Most pulsars with prominent PWNe have inferred magnetic fields in the range 1 ×
1012 to 5 × 1013 G.
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Known MSPs (61 individual MSPs from 
Fermi & 36 Globular Cluster spectra)

Spectral Arguments

If we change the power-law to E^-1 


(Ecut=2.75 GeV), E-^0.5 (Ecut=2.0 

GeV)we can get a better fit to the 
excess.



BUT excluded from the data on the left  
at a high significant level.

Hooper, Cholis, Linden, Siegal-Gaskins, 
Slatyer (1305.0830)
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FIG. 8: A histogram showing the distribution of spectral in-
dices, �, of pulsars in the Fermi Pulsar Catalog.

low 300 MeV, the average pulsar in the Galactic Center
population would be required to possess a spectral index
harder than � ⇥ 1.0. And although we agree with the au-
thor of Ref. [17] that a small number of pulsars (including
J1958+2846, J2032+4127 and J2043+2740) have been
observed with such hard spectral indices, we do not be-
lieve that the existing data supports the conclusion that a
large population of pulsars (as would be required to gen-
erate the observed emission) would produce an average
gamma ray flux with a spectral shape able to account for
the observed emission from the Galactic Center.5 That
being said, if the population of pulsars present in the
central stellar cluster were to di⇥er significantly from the
sample represented by the Fermi pulsar catalog, a di⇥er-
ent conclusion could potentially be reached.

An opportunity to measure the emission from large
populations of gamma ray pulsars exists in the form of
globular clusters, whose gamma ray emission is generally
attributed to pulsars contained within their volumes. Un-
fortunately, the gamma ray spectra of these objects have
not been well measured. In particular, the eight globular
clusters with spectra reported by Fermi have an average
spectral index very close to that of pulsars (� ⇥ 1.38),
but with very large individual error bars which extend
from roughly 0 to 2.5 (these values, including 1� statis-
tical and systematic errors are shown in Fig. 9). Per-
haps with more data, we will learn from these systems
whether the spectral indices of large pulsar populations
can be hard enough to accommodate the emission ob-
served from the Galactic Center.

Lastly, we note that it is somewhat di⇧cult to accom-

5 The error bars on the spectral indices of these three hardest
pulsars are also quite large, � = 0.77 ± 0.31, 0.68 ± 0.46, and
1.07± 0.66 [34].

FIG. 9: The spectral indices (with statistical and systematic
error bars) of the eight globular clusters observed by the Fermi
Gamma Ray Space Telescope [35].

modate the very spatially concentrated morphology of
the observed gamma ray emission with pulsars. As origi-
nally pointed out in Ref. [5], to match the observed angu-
lar distribution of this signal, the number density of pul-
sars would have to fall o⇥ with the distance to the Galac-
tic Center at least as rapidly as r�2.5. In contrast, within
the innermost parsec of the Galactic Center, the stellar
density has been observed to fall o⇥ only about half as
rapidly, r�1.25 [36]. Furthermore, even modest pulsar
kicks of � 100 km/s would allow a pulsar 10 pc from
the Galactic Center to escape the region, consequently
broadening the angular width of the signal. Annihilat-
ing dark matter, in contrast, produces a flux of gamma
rays that scales with its density squared, and thus can
much more easily account for the high concentration of
the observed signal.

V. CONSTRAINTS ON THE DARK MATTER
ANNIHILATION CROSS SECTION

In this section, instead of attempting to determine the
origin of the gamma rays from the Galactic Center re-
gion, we use the observed spectrum and flux to place
limits on the dark matter annihilation cross section. In
doing this, we do not assume anything about the source
or sources responsible for the observed emission, but in-
stead only require that dark matter annihilation prod-
ucts do not exceed the observed emission (after subtract-
ing the known sources and line-of-sight gas templates,
as described in Sec. II). Despite using this very simple
and conservative approach, we derive constraints that are
competitive with or stronger than those placed by other
indirect search strategies, including those from observa-
tions of dwarf spheroidals [37], galaxy clusters [38], the
cosmological di⇥use background [39], and nearby subha-
los [40].

2

ered in Ref. [47] do not yield spectra that are compat-
ible with the observed emission) [3, 4, 6]. In the case
of a burst dominated by high-energy cosmic ray elec-
trons, in contrast, such an event could potentially yield
a somewhat more spherically symmetric distribution of
gamma-rays (due to their inverse Compton scattering
with radiation rather than with the disk-like distribution
of gas) [50], although the accompanying bremsstrahlung
emission would be disk-like. It is very difficult, however,
to simultaneously account for the observed spectrum and
morphology of the gamma-ray excess in such a scenario.
Furthermore, the energy-dependance of diffusion would
lead to a more spatially extended distribution at higher
energies, in contrast to the energy-indepenent morphol-
ogy reported in Ref. [1].2

The second category of proposed astrophysical expla-
nations for the gamma-ray excess are scenarios involving
a large population of unresolved gamma-ray sources. Mil-
lisecond pulsars (MSPs) are known to exhibit a spectral
shape that is similar to that of the observed excess, and
have thus received some attention within this context [3–
8, 53, 54]. In this letter, we discuss what is known about
the spectrum, luminosity function, and spatial distribu-
tion of millisecond pulsars in the Milky Way, and use
this information to evaluate whether they might be able
to account for the observed gamma-ray excess.

The Measured Spectra of Millisecond Pulsars: We have
recently reported measurements of the gamma-ray spec-
tra of 61 MSPs observed by the Fermi Gamma-Ray
Space Telescope, using data collected over a period of
5.6 years [55]. The best-fit spectrum of this collection
of (stacked) sources is shown in Fig. 1, and compared to
the spectrum of the observed gamma-ray excess. Over-
all, the spectral shape of the gamma-ray excess is fairly
similar to that observed from MSPs, and this comparison
has motivated an unresolved population of such sources
as a possible source of the Galactic Center gamma-ray
excess. At energies below ⇠1 GeV, however, the spec-
trum observed from MSPs is significantly softer than is
exhibited by the excess.

At this time, a few comments are in order. First, if
the observed catalog of gamma-ray MSPs is not repre-
sentative of the overall population, it is possible that
the stacked spectrum could differ from that produced
by a large and unbiased collection of such objects. The
gamma-ray emission from globular clusters is dominated
by MSPs, and their spectra has often been presented as

2 When considering models which invoke extreme physical condi-
tions to account for the excess at the Galactic Center, it may be
necessary to reevaluate the contributions from pion production,
bremsstrahlung, and inverse Compton emission. In the forthcom-
ing study of Calore et al. [51], a wide range of diffuse emission
models are considered, accounting for a wide variety of physi-
cal conditions in the inner region of the Galaxy, finding that a
spherical excess with a profile similar to that predicted by dark
matter annihilations is preferred by the data in all models (see
also Ref. [52]).

FIG. 1: The measured spectral shape (blue error bars) and
best fit parameterizaation (blue dashed) of the stacked emis-
sion from 61 millisecond pulsars observed by Fermi [55] (black
dashed) compared to that of the observed gamma-ray ex-
cess [1] (black error bars). Also shown is the spectral shape
from the stacked emission from 36 globular clusters (red er-
ror bars) [55], and the spectrum predicted from a 35.5 GeV
WIMP annihilating to b¯b (black solid).

that of an unbiased sample of MSPs. The spectra ob-
served from Fermi’s globular clusters (shown in Fig. 1
as red error bars [55]) is even softer than that from
MSPs [55], however, and provides a very poor fit to the
observed excess.

Prior to the study of Ref. [1] and their application
of cuts to CTBCORE [46], significant systematic uncer-
tainties complicated the determination of the low-energy
spectrum of the gamma-ray excess (for an illustrative ex-
ample, see Fig. 10 of Ref. [8]). After cutting on CTB-
CORE, however, the shape of the low-energy spectrum
is much more robust to variations in analysis procedure.
And while imperfections in the diffuse emission model
used may impact the spectral shape of the excess, the
variations considered in Ref. [51] do not favor the possi-
bility of a significantly softer low-energy spectrum than
was found in Ref. [1].

The Observed Distribution of MSPs in the Milky Way:
Along with many MSP detections made at radio wave-
lengths, Fermi has reported the observation of gamma-
rays from 62 MSPs. While most of these objects have
been found in or around the disk of the Milky Way, some
have also been observed to reside within globular clus-
ters. In the left frame of Fig. 2, we plot the distribu-
tion of Fermi’s MSPs on the sky. This population has
been shown to be well described by a thick disk-like dis-
tribution, with an exponential scale height of ⇠0.5-1.0
kpc [57, 58]. In the right frame of Fig. 2, we use a MSP
thick-disk distribution model fit to this population to
estimate the morphology predicted from the unresolved
members of this population (solid contours). This pre-
diction is very elongated along the disk, and does not

Cholis, Hooper, Linden (1407.5625)
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FIG. 4: The observed flux distribution (proportional to dN/d logS) of identified millisecond pulsars with |b| > 10� (solid black),
compared to that predicted in the base model of Ref. [21] (�|z|⇥ = 1 kpc, �r = 5 kpc, B0 = 108 G, normalized to accomodate
the observed number of very bright sources). Also shown are the distributions of identified MSPs plus all unidentified Fermi
sources (dotted blue), and of identified MSPs plus all unidentified sources found by the Sibyl algorithm [27] to be either likely
pulsars or sources of an inconclusive nature (dashed black). Also shown is the range of Fermi’s threshold to resolve an individual
source [17]. This base model cannot account for the observed number of bright MSPs without significantly overpredicting the
number of fainter MSPs.

ated with the Fermi di�use model [11]; this argues against
an energy-dependent error in Fermi’s e�ective area be-
ing responsible for the apparently hard spectrum of the
Inner Galaxy’s GeV excess. Furthermore, the large an-
gular size of the regions of interest, and their significant
distance from the Galactic Center, make any mismodel-
ing of Fermi’s point spread function an unlikely source of
large distortions to the spectrum.

To summarize the results of this section, we find that
the gamma-ray spectra observed from individual MSPs
consistently reveal a spectral index that is much too
soft to accommodate the signal observed from the Inner
Galaxy. Furthermore, we find no evidence for a popu-
lation of low-luminosity and spectrally hard MSPs that
might be able to account for the signal.

IV. THE DISTRIBUTION OF MILLISECOND
PULSARS IN THE MILKY WAY

In the previous section, we showed that the gamma-
ray spectrum observed from individual MSPs (and from
collections of MSPs in globular clusters) is not consistent
with the spectral shape of the Inner Galaxy’s GeV excess.
In this section, we set aside this conclusion for the time
being and focus instead on constraints derived from the
observed spatial and flux distributions of MSPs. We will

use this information to assess the question of whether
the intensity and morphology of the Inner Galaxy’s GeV
excess might originate from a population of unresolved
MSPs.

A. Millisecond Pulsars Associated with the
Galactic Disk

We begin by considering MSPs which follow a distri-
bution similar to that of the Milky Way’s disk. As our
starting point, we adopt the “base model” of Ref. [21],
which includes a spatial distribution and luminosity func-
tion for MSPs in the Milky Way. In particular, we adopt
a spatial distribution of MSPs with a number density
given by:

n(r, z) ⇥ exp(�r2/2�2
r) exp(�|z|/⇤|z|⌅), (1)

where r and z describe the location in cylindrical coor-
dinates. To begin, we will consider values of �r = 5 kpc
and ⇤|z|⌅ = 1 kpc, as adopted in the “base model” of
Ref. [21].

Again following Ref. [21], we take the gamma-ray lu-
minosity (above 100 MeV) of a MSP to be equal to 5%
of its energy loss rate, Ė, except for the most luminous

sources which follow L� ⇥
p
Ė. For the distribution of
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FIG. 4: The observed flux distribution (proportional to dN/d logS) of identified millisecond pulsars with |b| > 10� (solid black),
compared to that predicted in the base model of Ref. [21] (�|z|⇥ = 1 kpc, �r = 5 kpc, B0 = 108 G, normalized to accomodate
the observed number of very bright sources). Also shown are the distributions of identified MSPs plus all unidentified Fermi
sources (dotted blue), and of identified MSPs plus all unidentified sources found by the Sibyl algorithm [27] to be either likely
pulsars or sources of an inconclusive nature (dashed black). Also shown is the range of Fermi’s threshold to resolve an individual
source [17]. This base model cannot account for the observed number of bright MSPs without significantly overpredicting the
number of fainter MSPs.

ated with the Fermi di�use model [11]; this argues against
an energy-dependent error in Fermi’s e�ective area be-
ing responsible for the apparently hard spectrum of the
Inner Galaxy’s GeV excess. Furthermore, the large an-
gular size of the regions of interest, and their significant
distance from the Galactic Center, make any mismodel-
ing of Fermi’s point spread function an unlikely source of
large distortions to the spectrum.

To summarize the results of this section, we find that
the gamma-ray spectra observed from individual MSPs
consistently reveal a spectral index that is much too
soft to accommodate the signal observed from the Inner
Galaxy. Furthermore, we find no evidence for a popu-
lation of low-luminosity and spectrally hard MSPs that
might be able to account for the signal.

IV. THE DISTRIBUTION OF MILLISECOND
PULSARS IN THE MILKY WAY

In the previous section, we showed that the gamma-
ray spectrum observed from individual MSPs (and from
collections of MSPs in globular clusters) is not consistent
with the spectral shape of the Inner Galaxy’s GeV excess.
In this section, we set aside this conclusion for the time
being and focus instead on constraints derived from the
observed spatial and flux distributions of MSPs. We will

use this information to assess the question of whether
the intensity and morphology of the Inner Galaxy’s GeV
excess might originate from a population of unresolved
MSPs.

A. Millisecond Pulsars Associated with the
Galactic Disk

We begin by considering MSPs which follow a distri-
bution similar to that of the Milky Way’s disk. As our
starting point, we adopt the “base model” of Ref. [21],
which includes a spatial distribution and luminosity func-
tion for MSPs in the Milky Way. In particular, we adopt
a spatial distribution of MSPs with a number density
given by:

n(r, z) ⇥ exp(�r2/2�2
r) exp(�|z|/⇤|z|⌅), (1)

where r and z describe the location in cylindrical coor-
dinates. To begin, we will consider values of �r = 5 kpc
and ⇤|z|⌅ = 1 kpc, as adopted in the “base model” of
Ref. [21].

Again following Ref. [21], we take the gamma-ray lu-
minosity (above 100 MeV) of a MSP to be equal to 5%
of its energy loss rate, Ė, except for the most luminous

sources which follow L� ⇥
p
Ė. For the distribution of
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MSP periods, we assume dN/dP ⇥ P�2, with a mini-
mum value of 1.5 msec [22] (the most rapidly spinning
pulsar observed to date has a period of 1.4 msec [23]).
The time derivative of a MSP’s period is determined by
its magnetic field (through magnetic dipole braking, see
Sec. II). The magnetic fields are taken to follow a log-
normal distribution centered around B0 = 108 G and
with a logarithmic standard deviation of 0.2. While we
take the gamma-ray spectrum to follow the form of the
best-fit as shown in Fig. 2, the precise spectral shape
does not significantly impact any of the results presented
in this section.

In Fig. 4, we show the flux distribution of high-latitude
(|b| > 10⇥) MSPs (proportional to dN/d logS) pre-
dicted in the base model of Ref. [21] (labeled “FGL Base
Model”). We compare this prediction to the number of
sources as observed by Fermi. Here, the solid black his-
togram describes the distribution of sources in the 2FGL
which have been identified as MSPs [16], while the dotted
blue histogram denotes the sum of the identified MSPs
along with all presently unidentified sources in the cat-
alog (i.e. all sources listed as unassociated in the 2FGL
that do not appear on the list of Fermi pulsars [16] and
have not since been identified in Ref. [24] as a blazar). For
the predicted distribution, we have normalized the total
number of MSPs to approximately match the observed
number of very bright MSPs (F�(> 1GeV) � 10�8 ph
cm�2 s�1). Note that in this respect, we depart from the
base model of Ref. [21]. For this choice of normaliza-
tion, we find that unresolved MSPs in this model pro-
duce about 0.5% of the high latitude (|b| > 40⇥) di�use
gamma-ray background at E� � 1 GeV, which is about
a factor of three below the maximum value consistent
with Fermi’s anisotropy constraint [25, 26]. The verti-
cal dashed lines in Fig. 4 denote the range of Fermi’s
threshold for a source out of the plane (|b| > 10⇥) to
be included in the 2FGL catalog, as quoted in Ref. [17].
The range of this threshold spans sources with e�ective
spectral indices between -1 and -3 (assuming a power-law
form). We note that the point source threshold for MSPs
should typicaly fall near the lower end of this range, since
their spectra are relatively hard at �1 GeV.

While this model predicts a di�use gamma-ray signal
from the Inner Galaxy that is similar to the observed GeV
excess (with a similar morphology, and an overall inten-
sity that is only a factor of a few less than observed), it
also significantly overpredicts the number of MSPs with
F�(> 1GeV) � 10�9 ph cm�2 s�1. Only if essentially
all of Fermi’s unidentified sources (above |b| = 10⇥) are
MSPs could this model be potentially compatible with
the observed flux distribution. It is clear, however, that
only a modest fraction of these unidentified sources are
pulsars, and that most of them are instead blazars or
other types of active galactic nuclei (AGN). For exam-
ple, the authors of Ref. [27], using the random forest
classifier Sibyl, trained on the observed spectra and vari-
ability of over 900 identified Fermi point sources (AGN
and pulsars), determined that at least 80% of Fermi’s

FIG. 5: The combined gamma-ray spectrum from all of
Fermi’s unidentified sources located outside of the plane (|b| >
10⇥). The solid line shows the best-fit parametrization to this
spectrum, dN�/dE� ⇥ E�2.22

� exp(�E�/33GeV). This spec-
trum does not resemble that observed from individual mil-
lisecond pulsars, but is consistent with that observed from
blazars and other types of AGN.

unidentified high-latitude (|b| > 10⇥) sources are likely
AGN. Furthermore, the overall spectrum from this col-
lection of unidentified sources does not resemble that ob-
served from individual MSPs (or observed from the Inner
Galaxy), but instead resembles that of AGN. In Fig. 5, we
plot the combined spectrum of these unidentified sources
(all with |b| > 10⇥). This spectrum shows no sign of a
sharp spectral peak at �2 GeV, as the Inner Galaxy’s dif-
fuse emission does, nor does it resemble the more mildly
peaked spectrum observed among the identified MSPs.
The shape of this spectrum strongly suggests that most
of the unidentified sources are not pulsars, but are instead
mostly AGN or other soft-spectrum gamma-ray sources.

In Fig. 4, the black-dashed histogram represents the
distribution of identified MSPs added to the distribution
of sources classified by Sibyl as either a likely pulsar, or
as a source of an inconclusive nature (only sources classi-
fied as likely AGN were not included in this distribution).
This distribution represents an approximate upper limit
for the numbers of Fermi’s sources that could potentially
be MSPs. In all likelihood, the true distribution falls
somewhere between the solid-black histogram (presently
identified MSPs) and the dashed-black histogram (iden-
tified MSPs plus Sibyl’s likely pulsars and inconclusive
sources). When comparing these distributions to that
predicted by the base model of Ref. [21], we are forced to
conclude that this model cannot account for the observed
number of very bright MSPs without predicting far too
many fainter MSPs.

To better accommodate the observed flux distribution
of MSPs, we must consider population models with ei-

Fermi unresolved p.s. above |b|>10: 


Disagrees with the excess spectrum.



They are dominated by the AGN sample 

:Based on some reference 
assumptions on the MSP spatial 
and B-field distribution, that 
still over-predict the number of 
dimmer but observable sources

As reference we need 1-3x10^3 MSPs in 
the inner 2 kpc bellow threshold
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FIG. 6: As in Fig. 4, but for a number of variations in the millisecond pulsar population model. See text for details.

ther 1) spatial distributions which are more weighted
more toward nearby MSPs, or 2) luminosity functions
that are more weighted more toward higher luminosity
MSPs. In Fig. 6, we show how varying a number of our
model’s parameters can impact the flux distribution of
MSPs. In the upper frames, we vary the parameters of
our spatial distribution, ⇤|z|⌅ and �r (see Eq. 1). By re-
ducing the vertical scale height of the MSPs distribution
to ⇤|z|⌅ = 0.3 kpc (approximately the scale height of the
Milky Way’s thin disk), the model can provide a not un-
reasonable match to the observed distribution (although
nearly all of Sybil’s non-AGN sources would have to be
MSPs in this case). Values of ⇤|z|⌅ >⇥ 1 kpc appear to
be incompatible with the observed flux distribution. In
contrast, reasonable variations in �r have relatively lit-
tle impact on the predicted distribution. In the lower
left frame, we consider the possibility of a local overden-
sity of MSPs (enhanced by a factor of 10 within 0.3 kpc
of the Solar System). This, however, had little impact
on the overall distribution, except for slightly increasing

the predicted number of very bright sources. Lastly, in
the lower right frame we focus on the MSP luminosity
function by varying in the central value of the magnetic
field distribution, B0. We find that by increasing this
quantity from 108 to 108.5 gauss or higher, we can much
better accommodate the observed flux distribution. We
also note that from the information shown in Fig. 1, val-
ues of B0 ⇥ 108.3 � 108.5 G appear to best describe the
observed population of MSPs.

The spatial distribution of MSPs is not entirely un-
constrained, however. In Figs. 7 and 8, we plot some of
the information we have pertaining to the spatial distri-
bution of the MSPs observed at radio and gamma-ray
wavelengths, respectively. Fig. 7 shows the distance to
pulsars, and the distance of those pulsars from the Galac-
tic Plane, as a function of period, for pulsars in the ATNF
catalog [12]. The collections of points forming horizon-
tal lines in these plots are groups of millisecond pulsars
found in globular clusters. In Fig. 8, the spatial distri-
bution of those MSPs observed by Fermi and with coor-

Models that 


would give enou-
gh MSPs in the 
inner 2 kpc over-


predict the num-
ber of MSPs that


should have 
already been ob-
served by LAT at


locations closer to 
the Earth 

Being in at a local overdensity/underdensity can not affect much the results  

Preferred B-field as-


sumptions do not gi-
ve a dim MSP popu-
lation

Hooper, Cholis, Linden, Siegal-Gaskins, Slatyer (1305.0830)

We should have seen them elsewhere



Adding a bulge (but staying in agreement 
with observations)
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FIG. 11: Top: As in Fig. 10, but now also showing the bulge, disk, and bulge+disk contributions from millisecond pulsars.
Here, we have adopted �R =1 kpc and �|z|⇥ = 0.5 kpc. We have normalized the bulge contribution such that the number of
millisecond pulsars per stellar mass is the same in the bulge as in disk (solid blue and solid red) and by a factor that is 2 times
larger (dashed red). Bottom: As in the lower frames of Fig. 9, but for the sum of disk and bulge contributions. The total
di�use emission from millisecond pulsars is in each case found to be much less than that needed to account for the observed
GeV excess.

average stellar density in the bulge is significantly higher
than in the disk, but much lower than that found in the
cores of globular clusters (only in the innermost tens of
parsecs around the Galactic Center is the stellar density
comparable to that found in globular clusters). As a re-
sult, we naively expect only a modest enhancement in
the number of MSP per stellar mass found in the bulge
relative to that in the disk (likely on the order of a few
or less) [9, 30]. This conclusion is further supported by
the observed distribution of low mass X-ray binaries in
the Galactic Bulge [31].

In Fig. 11 we show the distribution of sources (top) and
flux of di�use gamma-ray emission (as a function of lati-
tude) from MSPs, including contributions from the disk
and bulge. Here we have chosen a bulge distribution de-

scribed by �R = 1 kpc because significantly smaller val-
ues lead to a negligible contribution to the di�use emis-
sion, while much larger values predict numbers of �10�9

cm�2 s�1 sources that exceed those observed by Fermi.
Furthermore, we find that our conclusions are not sensi-
tive to the precise value of this parameter. We have also
taken here a disk width of ⇥|z|⇤ = 0.5 kpc, which approxi-
mately maximizes the allowed contribution to the di�use
emission from MSPs in the bulge. In the lower frames of
this figure, we show the gamma-ray flux at 1.9-3.2 GeV
(the approximate peak of the observed excess) observed
by Fermi from various latitude ranges of the Fermi bub-
bles [11], and compare this to the predicted flux in these
disk+bulge MSP population models. Again, we find that
the predicted contribution from MSPs cannot account for

Having a bulge can


result in adding dim


MSPs (since there 
are no local MSPs 
from the bulge).


Yet that does not 
help much, especially 
above |b|>5 where 
the bulge population 
can not contribute.
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FIG. 10: As in Figs. 4, 6 and 9, but now also showing the contribution from a population of millisecond pulsars associated with
the Galactic Bulge. The three solid blue lines correspond to spatial distributions which are a spherical gaussian with �R = 0.5,
1 and 3 kpc (from bottom-to-top, although the �R = 0.5 contour falls below the range shown in the right frame). We have
normalized the bulge contribution such that the number of millisecond pulsars per stellar mass is the same in the bulge as in
disk. Here, we have also adopted a disk distribution with �|z|⇥ = 0.5 kpc.

B. Millisecond Pulsars Associated with the
Galactic Bulge

In the previous subsection, we showed that after tak-
ing into account the observed flux distribution and spa-
tial distribution of MSPs, the population of MSPs asso-
ciated with the Galactic Disk cannot produce more than
⇤5-10% of the Inner Galaxy’s GeV excess. To increase
the intensity of di�use emission from unresolved MSPs
in the Inner Galaxy without predicting far too many
resolved sources, we must require an additional popu-
lation of MSPs with a flux distribution that increases
sharply below the point source sensitivity of Fermi. The
most promising way to accomplish this is to add an ad-
ditional component to our population model which ex-
plicitly takes into account those MSPs associated with
the Galactic Bulge. In this subsection, we consider MSP
models which include contributions from sources associ-
ated with both the disk and the bulge of the Milky Way.

We model the bulge population of MSPs with the same
luminosity function as the disk component, and with
a spatial distribution that is described by a spherically
symmetric gaussian, n(R) ⇧ exp(�R2/�2

R), where R is
the distance to the Galactic Center (�R is not to be con-
fused with the quantify �r, as appears in Eq. 1). In
Fig. 10 we show the flux distribution for disk and bulge
components, using three values of �R, and forB0 = 108.25

G (left), B0 = 108.5 G (right), and ⌃|z|⌥ = 0.5 kpc. If we
adopt a MSP distribution for the bulge that is similar

emission.

to the distribution of bulge stars (�R ⌅ 0.5 kpc), we get
almost no contribution (the bottom blue curve barely ap-
pears in the left frame and falls below the range shown
in the right frame, and thus does not appear). If we in-
crease �R to 1 kpc or more, we find a significantly larger
contribution from the bulge, but also a non-negligible
contribution to the number of individual sources that
should be resolvable by Fermi. In particular, three of
Fermi’s observed MSPs exhibit gamma-ray luminosities
of 2⇥ 1037 GeV/s or higher, each of which would be well
above Fermi’s point source threshold if located at a dis-
tance of ⇤10 kpc from the Solar System (for |b| > 10�).
The fact that a non-negligible fraction of bulge MSPs
(those with high luminosities and outside of of the Galac-
tic Plane) will be resolvable as individual point sources
by Fermi will ultimately limit how much of the Inner
Galaxy’s GeV excess we can attribute to such a popula-
tion.

The bulge contributions shown in Fig. 10 have been
normalized assuming that the number of MSPs per stel-
lar mass is the same in the bulge as in the disk. It is
possible, however, that the relative number of MSPs in
the bulge could be somewhat larger. As an extreme illus-
tration of this possibility, we note that globular clusters
are observed to contain ⇤102 times more low mass X-ray
binaries (the assumed progenitors of MSPs) per stellar
mass than is found throughout the disk [28, 29]. This
is presumably the consequence of the very high stellar
densities found in these systems (up to ⇤102-103 stars
per cubic parsec, compared to ⇤0.4 in the local volume
of the disk), which can be expected to significantly in-
crease the probability that a given pulsar will obtain a
companion and thus potentially evolve into a MSP. The

Rough approx. for 


Bulge MSP distr. : 

Also from connection to LMXBs (progenitors or MSPs) we have arguments 
that MSPS can not explain more than ~0.1 of the amplitude of the GeV 
excess in the inner 5 degrees (Cholis, Hooper, Linden 1407.5625)
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FIG. 3. Hadronic �-ray flux density at 2 GeV from an approximately central source of high-energy protons integrated over the line-of-sight.
We show impulsive sources of increasing age in all panels with the exception of the bottom-right which shows a continuously emitting source
in steady state. For each map, the fluxes are normalized to the maximum. For the ease of comparing the morphology of the claimed GCE in
Ref. [21] and shown in their fig. 9, we employ a linear scale in the three upper panels. The three lower panels employ, instead, a logarithmic
scale to enhance the features of the emission outside the Galactic plane region. Also overlaid are reference reticles in increments of 2 degrees
and indicators of the Galactic plane mask |b| < 1�. All maps have been smoothed by a Gaussian of width � = 0.25� to match Ref. [21].

millisecond pulsars, much of the Galactic ridge would remain
at a lower relative luminosity.

Quantitatively examining the angular profile for each
source at a variety of different radii shows that within ±45

�

of the north and south Galactic poles, there is a high degree
of spherical symmetry with typical (positive) variations on
the order of 20% with respect to the flux at Galactic north.
At larger angles, however, the flux rapidly rises as one ap-
proaches the Galactic plane to values many times larger than
the Galactic north flux. Although this does significantly illu-
minate the Galactic plane, it is unclear how important a role
this plays in the analysis of Daylan et al [21], where spherical
symmetry was tested by scanning the axis ratio of the (now el-
lipsoidal) dark matter template. Their analysis found a strong
statistical preference in both the inner Galaxy and Galactic
center analyses for an axis ratio of approximately 1 : 1± 0.3.
While this template distortion does provide a simple test, its
geometry is not physically motivated and does not correctly
probe the bar+sphere shape expected from a central hadronic
source.

In Appendix C of Ref. [21], the authors examine the ex-
cess in two regions: north/south, defined by angles within

the 45� of the poles, and east/west, defined as the comple-
mentary region dominated by the Galactic disk. While both
regions exhibit an excess, the E/W template shows a signifi-
cantly enhanced peak of the signal compared to a flatter N/S
spectrum [21]. This seems to indicate that either the Fermi-
bubbles template absorbs much of the excess N/S emission,
or that the emission is, in fact, more extended along the disk,
as is seen in our benchmark models with a central cosmic-
ray proton source. In further testing the axis-ratio, Ref. [21],
again, uses ellipsoidal projections of the NFW emission, this
time allowing the template to rotate (there is still no test for a
rectilinear disk component), finding a small statistical prefer-
ence for an axis ratio of 1 to 1.3-1.4 elongated at an angle of
⇡ 35

� counter-clockwise from the Galactic disk. It is possi-
ble that this component of the excess is in fact a component of
an extended central molecular gas bulge, as advocated e.g. in
Ref. [43], which is oriented at ⇠ 14

� CCW and is not modeled
by the cylindrically symmetric Galprop gas model and that,
as a result, is therefore not included in Fermi Diffuse Galactic
template.

In Appendix 4 of Ref. [21] the hypothesis of an excess pro-
ton density is tested by adding an additional template based
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at a lower relative luminosity.

Quantitatively examining the angular profile for each
source at a variety of different radii shows that within ±45
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of the north and south Galactic poles, there is a high degree
of spherical symmetry with typical (positive) variations on
the order of 20% with respect to the flux at Galactic north.
At larger angles, however, the flux rapidly rises as one ap-
proaches the Galactic plane to values many times larger than
the Galactic north flux. Although this does significantly illu-
minate the Galactic plane, it is unclear how important a role
this plays in the analysis of Daylan et al [21], where spherical
symmetry was tested by scanning the axis ratio of the (now el-
lipsoidal) dark matter template. Their analysis found a strong
statistical preference in both the inner Galaxy and Galactic
center analyses for an axis ratio of approximately 1 : 1± 0.3.
While this template distortion does provide a simple test, its
geometry is not physically motivated and does not correctly
probe the bar+sphere shape expected from a central hadronic
source.

In Appendix C of Ref. [21], the authors examine the ex-
cess in two regions: north/south, defined by angles within

the 45� of the poles, and east/west, defined as the comple-
mentary region dominated by the Galactic disk. While both
regions exhibit an excess, the E/W template shows a signifi-
cantly enhanced peak of the signal compared to a flatter N/S
spectrum [21]. This seems to indicate that either the Fermi-
bubbles template absorbs much of the excess N/S emission,
or that the emission is, in fact, more extended along the disk,
as is seen in our benchmark models with a central cosmic-
ray proton source. In further testing the axis-ratio, Ref. [21],
again, uses ellipsoidal projections of the NFW emission, this
time allowing the template to rotate (there is still no test for a
rectilinear disk component), finding a small statistical prefer-
ence for an axis ratio of 1 to 1.3-1.4 elongated at an angle of
⇡ 35

� counter-clockwise from the Galactic disk. It is possi-
ble that this component of the excess is in fact a component of
an extended central molecular gas bulge, as advocated e.g. in
Ref. [43], which is oriented at ⇠ 14

� CCW and is not modeled
by the cylindrically symmetric Galprop gas model and that,
as a result, is therefore not included in Fermi Diffuse Galactic
template.

In Appendix 4 of Ref. [21] the hypothesis of an excess pro-
ton density is tested by adding an additional template based

The main reason is simply that CR 
protons scatter off the interstellar gas, 
thus producing a disky / filamentary 
gamma-ray structure.

CR electrons can potentially avoid the morphological issues that protons 
encounter (that is if ICS dominated over bremsstrahlung emission) 
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Figure 2. Left Panel: Latitude profile of the inverse Compton emission from an electron
population injected t0 (red, solid), 0.3 t0 (orange, dashed) and 3 t0 (blue, dotted) years ago
(where t0 = 1 Myr). Right Panel: The spectra of the inverse Compton emission (the same
color scheme) at 5� away from the Galactic plane. The overall energetics is given in units of
E0 = 3 ⇥ 1052 erg, and energy losses are expressed in terms of the default value b0, which
assumes w ⇠ 4 eV cm�3. The orange dashed line at the bottom indicates the bremsstrahlung
contribution to gamma ray emission 5� away from the GC.
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Figure 3. Latitude profile (left) and the spectra of the inverse Compton emission at 5� away
from the Galactic plane (right), for the electron population injected t0 = 1 Myr ago, with
a source of E0 = 3 ⇥ 1052 erg, calculated with our default values for the set of parameters
(solid). In addition, the di↵usion index is varied to 0.3 D0 (dashed) and 3 D0 (dotted), where
D0 (10 GeV) = 6⇥ 1028 cm2s�1.

bursting event could also inject a population of high energy protons in the medium,
which would as well produce gamma ray emission and additional secondary electrons
in the interactions with the interstellar gas. In that scenario, the considerations devel-
oped here should be modified, notably because of the much longer energy loss timescales
(proton propagation is typically di↵usion dominated) and because of the di↵erent ef-
ficiency in generating gamma-ray radiation. Additionally, gamma ray emission would
correlate with the gas distribution, which is not the case for the model here. In this
article we do not consider a hadronic scenario further, but it is plausible that it could
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bursting event could also inject a population of high energy protons in the medium,
which would as well produce gamma ray emission and additional secondary electrons
in the interactions with the interstellar gas. In that scenario, the considerations devel-
oped here should be modified, notably because of the much longer energy loss timescales
(proton propagation is typically di↵usion dominated) and because of the di↵erent ef-
ficiency in generating gamma-ray radiation. Additionally, gamma ray emission would
correlate with the gas distribution, which is not the case for the model here. In this
article we do not consider a hadronic scenario further, but it is plausible that it could
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Carlson & Profumo (1405.7685)

Petrovic, Serpico & Zaharijas (1405.7928)

Outbursts of Cosmic Rays from the Galctic 
Center 



A example of a combination of 
CR electrons injected at 0.1 
and 1 Myrs ago with an inje- 
ction index of 1.2 (exceptio-
nally hard compared to Fermi 
1st order acceleration BUT 
could be motivated by strong 
diffusive re-acceleration in the 
inner O(10) pc of the Galaxy) 
and cut-offs at 20 and 40 GeV 
respectively. Typical energy 
outputs of 10^51 ergs can 
naturally occur.

Testing the morphology


 and the physical 

assumptions (both on the 
GC propagation conditions 

and on the outbursts) 
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Cholis, Calore, Evoli, Hooper, Linden, Weniger (in prep.)



The excess is robust to background model systematics, very well correlated to 
the galactic center. 



The emission is observed both at the inner degrees and at higher-latitudes.



The DM case has been explored and seems compelling.



For the DM case we need to start looking in other indirect detection probes: CRs 
other gamma-ray targets. 



Dwarf spheroidals is the next one. Further advances in extragalactic gamma-ray 
astronomy but also at other wavelengths will strengthen the indirect DM 
searches in the future as well. Also some direct detection signal?



The MSPs explanation has problems in terms of both the spectrum and the 
normalization of the needed “signal” (can account for only 5-10% of the signal).



Outburst of CRs… Especially CR electrons can produce an ICS signal that could 
possibly be spherical in nature



We need to further understand emissions as those giving the Fermi Bubbles 
(what is it that creates them) … and also move beyond the standard leaky box 
approximation for the study of CRs.

Conclusions…and further thinking



Thank you!
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FIG. 8: The residual emission after re-adding the latitude-sliced Bubbles templates with their best-fit coe⇤cients, in E2dN/dE.
Equivalently, these maps are obtained by subtracting the best-fit model for the background (in which we include all templates
but the latitude-sliced Bubbles) from the data. The “di�use model” fit is used, performed over regions greater than 5� from
the plane (although the mask shown in the figure is at |b| = 3�).
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FIG. 9: The di�erence of the residual emission maps (after re-adding the latitude-sliced Bubbles templates with their best-fit
coe⇤cients), between the 1-10 GeV bin and the 10-50 GeV bin, in E2dN/dE averaged over �5� < l < 5�. The error bars
describe the pixel-to-pixel scatter within each bin (standard deviation of pixel values). This analysis employs the “di�use
model” fit (see text), masked at 5� from the plane. The red line shows the anticipated intensity resulting from a (squared,
projected) NFW profile with inner slope of � = 1.2.

case). For more details, see Appendix E. Since the maps
are given in E2dN/dE, a zero result indicates an average
spectrum of dN/dE ⇥ E�2 between these two bins. The
results for the southern hemisphere, where there are fewer
bright sources and local features, are shown in Fig. 9.
While we find that at high latitudes the spectrum is con-
sistent with dN/dE ⇥ E�2, the lower latitude emission

(|b| < 10⇥ � 15⇥) reveals significant additional emission
at low energies. The error bars shown in this figure, com-
puted from the standard deviation of the pixel values in
each �b = 2⇥ bin, are quite large and non-negligibly cor-
related, but provide a sense of the uncertainty in the rate
at which the signal falls o⇥ away from the Galactic plane.
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FIG. 2: The spectra of the various fit components, including five separate latitude-sliced templates for the Bubbles (see Fig. 1),
for the two foreground models we employ (see text). The Galactic Disk is masked for |b| < 1� in each case. The left and center
panels employ the “di�use model” fit, for the entire sky in the left panel and the southern hemisphere in the center panel. The
right panel employs the “low-energy template” fit over the entire sky (see text for the details of the fitting procedures).

degree of the Galactic plane, |b| < 1⇥. We show results
found using the “di�use model” and the “low-energy tem-
plate”. In the center frame, we show the fit restricting
to the southern sky (b < 0), which we might expect to
be less contaminated by bright features such as Loop I.
As expected, the error bars are larger in this case due to
lower statistics, but the results are not otherwise signifi-
cantly altered. In Fig. 3, we show the spectra extracted
for the gamma-ray Bubbles, and the dependence on the
degree of masking of the disk, in each range of Galac-
tic latitude. For our two preferred template models, the
results are largely stable to changes in the mask.

While the gamma-ray spectra extracted using the low-
energy template appear somewhat di�erent from those
derived using the di�use model, this is natural and ex-
pected, particularly at low energies, since part of the
emission associated with the Bubbles is included in the
low-energy template itself. Additionally, at high energies
and low latitudes the low-energy template fit yields a
significant amount of emission roughly flat in E2dN/dE,
which is nearly absent in the di�use model fit; these is-
sues are discussed in further detail in Appendix B.

We note that the spectrum is almost invariant from
|b| = 20⇥ � 50⇥. This suggests that the electrons respon-
sible for the observed emission in any leptonic scenario
must either be accelerated in situ or instead travel from
the inner Galaxy very rapidly, avoiding significant energy
losses (the distance over which TeV electrons propagate
via standard di�usion without significant energy losses is
considerably less than the 5 or more kpc to which this
angular range corresponds). In contrast, a pronounced
change in the Bubbles’ spectrum is observed at lower lat-
itudes. In an attempt to quantify the significance of this
transition, we have compared the quality of the fit found
using five separate latitude-sliced Bubbles templates to
that found using only a single Bubbles template. Even
conservatively limiting our analysis to the cleaner south-

ern bubble, and masking within 5⇥ of the disk, we find
that the five-Bubbles-templates model is favored over the
single Bubbles template at the level of approximately
16�. However, it is important to note that this is a formal
significance, accounting only for statistical error; there is
a degree of unavoidable and unaccounted-for systematic
error in that neither model is a “good fit”, in the sense
of describing the sky to the level of Poisson noise.

III. COSMIC RAY ELECTRONS AS THE
SOURCE OF THE HIGH-LATITUDE

GAMMA-RAY BUBBLES AND SYNCHROTRON
HAZE

Following Blumenthal and Gould [28], we employ the
full Klein-Nishina formula to compute the spectrum of in-
verse Compton emission from an arbitrary electron pop-
ulation. For the problem at hand, we need to consider
scattering with the CMB as well as with starlight and
infrared radiation. In our calculations, we adopt the in-
terstellar radiation model of Ref. [29]. At energies below
⇤3 ⇥ 10�3 eV, the CMB dominates the energy density,
while starlight is important at higher energies.
The gamma-ray spectra observed from various regions

of the Fermi Bubbles are shown again in Fig. 4 (as
found using the di�use model template fit, and mask-
ing within 1 degree of the disk). To determine whether
these gamma-rays could be the product of inverse Comp-
ton scattering, we take an arbitrary (binned) spectrum
of electrons and compare the resulting inverse Compton
emission to that shown in Fig. 4. In Fig. 5, we plot the
electron spectrum which provides the best possible fit to
the gamma-ray spectrum for each latitude range (and
error bars around the best fit). The solid line in each
frame of Fig. 4 denotes the best-fit spectrum of inverse
Compton photons. At high latitudes, an approximately
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⇡
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GeV over the ICS map at 1 GeV. The relative residuals exceed 5% (10%) close to the disk, in about
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1 GeV. The di↵erential ratio map does not exceed the few % level after including a normalization
freedom on the combined ⇡

0+Bremss map. In the central and right panels we show the impact of
di↵erent Galactic magnetic field and ISRF conditions on the ICS map. The di↵erential ratio maps
at 1 GeV exceed the 5%(10%) level in 79%(47%) of the pixels when comparing model A and C,
and 32%(4.4%) of the pixels when comparing models A and D. Disk-like, spherical and bubble-like
morphologies can emerge in the di↵erential ratio map, making it necessary to track down the exact
physical assumptions towards the GC.
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We need to account for the energy dependence of the 
morphological properties of the emission:

And even more importantly on the model dependence of 
the morphology of the emission: Calore, Cholis, Weniger, 2014
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Figure 2: Spectra of photons arising from �� ! hh (�� ! bb̄) annihilation shown in dashed
red (solid yellow) for a number of di↵erent masses of the dark matter.

Higgs boson and bb̄ final states. Comparing this to the various spectra in the right panel of
Figure 1, we anticipate that the excess will be well fit over a large region in dark matter mass,
particularly once we take into account the range of spectra shown by Fermi. However, even
without the new Fermi spectra it is worth noting that dark matter at 130 GeV annihilating
to Higgses is quite similar in shape to DM at 50 GeV annihilating to bb̄. Given that the
latter is considered a good fit to the GCE, we expect the former to be a good fit as well.

In order to compare annihilations into W , Z, h, or t to previous interpretations we will
also show spectra for annihilation into bb̄. Because the b is colored and light, the approxima-
tion of going to the rest frame of the b-quark and boosting is not valid. However, the �-ray
spectrum can be crudely modeled as a log-normal distribution. The position of the peak in
the flux (E2

dN
dE ) scales linearly with the mass of dark matter. Additionally, the value of the

flux at the peak also scales linearly with the dark matter mass. The total fraction of energy
carried by the photons is roughly constant, ⇠ 1

4

. To correctly account for hadronization
e↵ects, we simulate bb̄ production in PYTHIA [1] with a center of mass energy of 2m� to get
the spectrum.

3 Fits to the Galactic Center Excess

Even though the presence of the excess is relatively robust, in order to make conclusions
about its particle physics origins we need to understand more detailed properties of the
excess. However, the spectral shape and even the normalization of the excess is somewhat
sensitive to the modeling of the Galaxy, and the dominant uncertainty in the residual signal
is systematic. Correctly estimating the systematic uncertainties in the background modeling
is a challenging task. The understanding of these backgrounds is continually evolving, and
with that the spectrum of the excess is changing as well. Therefore, in this analysis we will
be conservative in ruling out models which do not seem to fit the excess perfectly.
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Figure 6: Mixed MSSM neutralino. We display the 1,2,3� best-fit GCE regions for the WW
final state in the M

2

� M
1

plane for CCW (green) and Fermi spectrum (b) (orange). We
also overlay constraints from LEP chargino searches (brown) and LUX (gray). In the (red)
region denoted ⌦

DM

the thermal relic abundance for the DM is within 3� of the observed
value. For convenience, we also show the mass of the DM and the annihilation cross section
to WW as blue and yellow contours in units of GeV and 10�26 cm2/s respectively. In the left
plot we have fixed µ = 700 GeV, tan � = 3, while in the right plot we have fixed µ = �250
GeV, tan � = 1.5.

searches (m�± & 103.5 GeV) [74]. In the left (right) plot, we have fixed µ = 700 (�250) GeV
and tan � = 3(1.5).

In both examples we find that a significant range of parameters can account for the
GCE while obeying the LEP and LUX constraints. Moreover, in the right plot of Figure 6
we observe a small region where the thermal relic abundance agrees with observation and
furthermore overlaps with the region favored by the fit to the GCE. This is in contrast to
the left plot where the two regions are separated, and the GCE explanation requires DM to
be produced non-thermally. This di↵erence can be understood as a consequence of the mass
splittings between the LSP and the NLSP in the regions favored by the GCE. Smaller values
of |µ| and tan �, such as those in the right plot, tend to increase the mass splitting between
the LSP and NLSP. This in turn reduces the e↵ect of co-annihilation, allowing the GCE and
thermal relic regions to overlap. In fact, for negative values of µ the increase in the mass
splitting is more pronounced while simultaneously the higgsino fraction of the LSP is further
suppressed, allowing compatibility with the LUX bounds as is seen in Figure 6.

The two examples in Figure 6, while sampling only a small portion of the parameter
space, provide existence proofs that a light neutralino making up all of the DM, either ther-
mally or non-thermally, can account for the GCE. They are also illustrative of the general
issues at stake in a potential DM model interpretation of the GCE. In addition to the con-
straints examined above, the LHC experiments are starting to extend limits on electroweaki-
nos beyond the LEP limits in some cases, and we refer the reader to the recent study of
Ref. [75]. While the LHC limits cannot exclude a neutralino explanation of the GCE at this
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Figure 1: Left: The �-ray spectrum produced by a single W , Z, Higgs boson, and top quark,
decaying at rest, weighted by E2

� . Right: The residual spectrum of the Galactic center excess
taken from [13]. The error bars only show the diagonal part of the covariance matrix, and
have a large degree of correlation between them. We also show the four best-fit spectra from
the Fermi analysis [14] which fit the excess well. We will dub these, from softest to hardest,
as Fermi spectra (a) through (d). The normalization N corrects for the di↵erence in the
region of interest between the two analyses.

full uncertainty on the spectrum is taken into account.
It is interesting to notice the rough similarity between the two panels of Figure 1.

This observation leads to the consideration of dark matter models that could explain the
GCE with dark matter annihilating to electroweak bosons or to tops. In most previous
dark matter interpretations of the GCE, starting with [2, 3], the dark matter was assumed
to annihilate into bottom quarks or ⌧ leptons. Assuming these annihilation channels (and
without including the new Fermi uncertainties), the mass of dark matter that best fits the
excess is in the region of 30 to 50 GeV for b’s and around 10 GeV for ⌧ leptons. In addition,
dark matter annihilation into new particles which decay further to b’s or jets have been
considered. All of of these options present interesting model building challenges and several
interesting attempts have been made [15–56], mostly for annihilation to b’s, ⌧ 0s and jets.

We find that WIMP dark matter annihilating to W ’s, Z’s, Higgses, or tops, can fit
the observed excess reasonably well. We show that this is the case for the spectra found
in [13], and this result is reinforced by the recent Fermi result. In particular, if we take
the union of the preferred regions for each analysis, we find that the range of DM masses
can extend well above what was previously thought. We show a summary of the results in
Table 1. This opens up several simple dark matter model building avenues for the GCE.
It was noted that the simplest supersymmetric models with a thermal relic fail to fit the
signal [52] assuming annihilation into bottom quarks. We will find that once electroweak
gauge bosons are considered, the signal may be explained within the MSSM.

We begin by reviewing features of the photon flux from dark matter annihilation in
Section 2, focusing on relevant inputs which a↵ect the rate and shape of the flux. In Section 3
we describe the excess seen by the CCW [13] and Fermi [14] analyses, and present fits to
the GC excess in the mass versus cross section plane for the final states described above. In
Section 4 we discuss several simple models which lead to dark matter annihilation into weak
gauge bosons, Higgses or tops. We conclude in section 5.

– 3 –

A specific example on MSSM

P. Agrawal, B. Battel, P. Fox, R. Harnik
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FIG. 7: The distance from the Solar System (left) and distance from the Galactic Plane (right), as a function of period, for
pulsars in the ATNF catalog [12]. The groups of points that form horizontal lines are millisecond pulsars in globular clusters.

FIG. 8: Left: The distance from the Galactic Plane and distance to the Solar System projected along the Galactic Plane for
those millisecond pulsars observed by Fermi and with coordinates given in the ATNF catalog. Right: The locations in the
Galactic Plane of those millisecond pulsars observed by Fermi and with coordinates given in the ATNF catalog, and with
|z| < 1.5 kpc. In this coordinate system, the Galactic Center is located at (0, 0), while the Solar System is at (0, 8.5 kpc).
Shown for comparison are the approximate locations of the Orion-Cygnus, Sagittarius, and Perseus arms of the Milky Way.

dinates given in the ATNF catalog is shown. From these
two figures, it is clear that the MSP distribution is not
highly concentrated within a few hundred parsecs of the
Galactic Plane, instead favoring a distribution at least
as broad as ⇧|z|⌃ ⌅ 0.5 kpc.3 Thus reducing the value of
⇧|z|⌃ alone (as shown in the upper left frame of Fig. 6)
does not seem to be a viable way to accommodate the
observed flux distribution. Furthermore, the left frame

3 While ⇥|z|⇤ � 0.5 kpc provides the best-fit to the observed dis-
tribution of observed MSPs, observational bias favoring nearby
sources might lead us to slightly underestimate this quantity. We
take 0.5 kpc to be an approximate lower limit for ⇥|z|⇤.

of Fig. 7 and the lower frame of Fig. 8 do not reveal any
very large local overdensity of MSPs.

From the results shown in Fig. 6, constrained by the
observed spatial distributions of Figs. 7 and 8, we con-
clude that we are forced to consider MSP luminosity func-
tions favoring somewhat higher values than are found in
the FGL base model. In terms of the magnetic field pa-
rameter, this favors B0 ⇤ (2� 6)⇥ 108 G, although one
should keep in mind that this parameter is somewhat de-
generate with the period distribution, and with the frac-
tion of rotational energy loss that goes into gamma ray
production. We consider examples of what appear to be
reasonably viable MSP population models in Fig. 9. In
the upper frames, we show the flux distribution; for the
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FIG. 7: The distance from the Solar System (left) and distance from the Galactic Plane (right), as a function of period, for
pulsars in the ATNF catalog [12]. The groups of points that form horizontal lines are millisecond pulsars in globular clusters.

FIG. 8: Left: The distance from the Galactic Plane and distance to the Solar System projected along the Galactic Plane for
those millisecond pulsars observed by Fermi and with coordinates given in the ATNF catalog. Right: The locations in the
Galactic Plane of those millisecond pulsars observed by Fermi and with coordinates given in the ATNF catalog, and with
|z| < 1.5 kpc. In this coordinate system, the Galactic Center is located at (0, 0), while the Solar System is at (0, 8.5 kpc).
Shown for comparison are the approximate locations of the Orion-Cygnus, Sagittarius, and Perseus arms of the Milky Way.

dinates given in the ATNF catalog is shown. From these
two figures, it is clear that the MSP distribution is not
highly concentrated within a few hundred parsecs of the
Galactic Plane, instead favoring a distribution at least
as broad as ⇧|z|⌃ ⌅ 0.5 kpc.3 Thus reducing the value of
⇧|z|⌃ alone (as shown in the upper left frame of Fig. 6)
does not seem to be a viable way to accommodate the
observed flux distribution. Furthermore, the left frame

3 While ⇥|z|⇤ � 0.5 kpc provides the best-fit to the observed dis-
tribution of observed MSPs, observational bias favoring nearby
sources might lead us to slightly underestimate this quantity. We
take 0.5 kpc to be an approximate lower limit for ⇥|z|⇤.

of Fig. 7 and the lower frame of Fig. 8 do not reveal any
very large local overdensity of MSPs.

From the results shown in Fig. 6, constrained by the
observed spatial distributions of Figs. 7 and 8, we con-
clude that we are forced to consider MSP luminosity func-
tions favoring somewhat higher values than are found in
the FGL base model. In terms of the magnetic field pa-
rameter, this favors B0 ⇤ (2� 6)⇥ 108 G, although one
should keep in mind that this parameter is somewhat de-
generate with the period distribution, and with the frac-
tion of rotational energy loss that goes into gamma ray
production. We consider examples of what appear to be
reasonably viable MSP population models in Fig. 9. In
the upper frames, we show the flux distribution; for the
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FIG. 7: The distance from the Solar System (left) and distance from the Galactic Plane (right), as a function of period, for
pulsars in the ATNF catalog [12]. The groups of points that form horizontal lines are millisecond pulsars in globular clusters.

FIG. 8: Left: The distance from the Galactic Plane and distance to the Solar System projected along the Galactic Plane for
those millisecond pulsars observed by Fermi and with coordinates given in the ATNF catalog. Right: The locations in the
Galactic Plane of those millisecond pulsars observed by Fermi and with coordinates given in the ATNF catalog, and with
|z| < 1.5 kpc. In this coordinate system, the Galactic Center is located at (0, 0), while the Solar System is at (0, 8.5 kpc).
Shown for comparison are the approximate locations of the Orion-Cygnus, Sagittarius, and Perseus arms of the Milky Way.

dinates given in the ATNF catalog is shown. From these
two figures, it is clear that the MSP distribution is not
highly concentrated within a few hundred parsecs of the
Galactic Plane, instead favoring a distribution at least
as broad as ⇧|z|⌃ ⌅ 0.5 kpc.3 Thus reducing the value of
⇧|z|⌃ alone (as shown in the upper left frame of Fig. 6)
does not seem to be a viable way to accommodate the
observed flux distribution. Furthermore, the left frame

3 While ⇥|z|⇤ � 0.5 kpc provides the best-fit to the observed dis-
tribution of observed MSPs, observational bias favoring nearby
sources might lead us to slightly underestimate this quantity. We
take 0.5 kpc to be an approximate lower limit for ⇥|z|⇤.

of Fig. 7 and the lower frame of Fig. 8 do not reveal any
very large local overdensity of MSPs.

From the results shown in Fig. 6, constrained by the
observed spatial distributions of Figs. 7 and 8, we con-
clude that we are forced to consider MSP luminosity func-
tions favoring somewhat higher values than are found in
the FGL base model. In terms of the magnetic field pa-
rameter, this favors B0 ⇤ (2� 6)⇥ 108 G, although one
should keep in mind that this parameter is somewhat de-
generate with the period distribution, and with the frac-
tion of rotational energy loss that goes into gamma ray
production. We consider examples of what appear to be
reasonably viable MSP population models in Fig. 9. In
the upper frames, we show the flux distribution; for the

In gamma


-rays they


are close



by. 

Globular cluster MSPs

MSPs regular regularMSPs

MSPs have a characteristic time of Gyrs and kick velocities ~10 km/s Will travel ~1 
kpc inside the Galaxy. Thus a non Glob Clust. population can not be very concentrated.



Assumptions that agree with everything
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FIG. 9: Top: As in Fig. 6, but for parameters which yield flux distributions which are in reasonable agreement with observations.
Bottom: The observed gamma-ray flux (after subtracting inverse Compton emission) between 1.9 and 3.5 GeV from the regions
associated with the Fermi Bubbles, in five latitude bands (|b| = 1⇥ � 10⇥, 10⇥ � 20⇥, 20⇥ � 30⇥, 30⇥ � 40⇥, and 40⇥ � 50⇥),
compared to the prediction from MSPs in the same four models used in the upper frames. In each case, only ⇥5-10% of the
observed emission can be accounted for by millisecond pulsars. See text for details.

lower choice of B0 used in each frame (dot-dashed), we
approximately saturate the observed source distribution.
The distributions shown for slightly larger values of B0

should be considered more realistic, many of the sources
included in the dashed histogram are likely to be sources
other than MSPs (in particular among Sybil’s inconclu-
sive sources). In the lower frames of Fig. 9, we show the
gamma-ray flux at 1.9-3.2 GeV (the approximate peak of
the observed excess) observed by Fermi from various lat-
itude ranges of the Inner Galaxy [11], and compare this
to the predicted flux in the same four MSP population
models. Clearly these models cannot account for the ob-
served emission, falling short in each case by a factor of

�10-20.4

4 In calculating the contribution to the di�use gamma-ray emis-
sion as shown in the lower frames of Fig. 9, we have treated
any MSP with a flux less than 4.1 � 10�10 cm�2 s�1 above 1
GeV as unresolved and included its emission in the prediction
for the di�use flux. In light of the hard spectra of MSPs, this is
a fairly conservative threshold, and we expect most MSPs with
fluxes above ⇥ 2.4� 10�10 cm�2 s�1 to be resolved (see Fig. 6
of Ref. [17]). At high-latitudes, this provides a reasonable upper
limit for the contribution to the di�use flux. At lower-latitudes,
however, some MSPs slightly brighter that our assumed thresh-
old may go unresolved. If we increase our point source threshold
by a factor of 2 (as is appropriate for sources at |b| ⇤ 10⇥ [20]),
we find that the low-latitude di�use flux approximately doubles,
still falling well short of that required to explain the observed

MSP models that are


consistent with the


observed (suggested) 
population can give 
only 5-10% of the 


observed diffuse 
emission in the inner 
2kpc of the Galaxy.  
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FIG. 1. The density of cosmic-ray protons, at an energy of 2 GeV,
projected along the line of sight as a function of the angular distance
from the Galactic center in the spherically symmetric analytic diffu-
sion approximation. Shown in dotted blue lines is the evolution of
an impulsive source after .5, 2.5, 19, 100, and 2000 Kyr from top
to bottom. We also show our summed impulse model (thick black),
a 7.5 Myr old continuously emitting source (thin black), and a sta-
tionary continuous source (black dashed). After a convolution with
the gas density profile, the summed impulse and 7.5 Myr old con-
tinuous models have �-ray flux profiles which approximately match
that of an annihilating dark matter candidate following an NFW of
inner slope � = 1.3 (shown in dashed red for several values of �).
The shaded region shows the angular scales which are both above
the Fermi-LAT point-spread function (lower-bound ⇡ 0.25�) and
bright enough to be differentiated from the background (upper bound
⇡ 10� � 15�).

currently render the excess invisible over backgrounds. It is
important to note that the recent bursts (Im1, Im2, Im3 and
Im4), or superposition thereof, provide highly concentrated
populations of cosmic-ray protons in the Galactic center, pos-
sibly yielding a bright, centralized, and spherically symmetric
�-ray emission.

Note that the time-scales we employ in the present esti-
mates are not accidental: for example, model Im5 is close to
the age of the Fermi bubbles, as estimated e.g. by Ref. [29]
and Ref. [30] to be around 1-3 Myr, while model Im4 is also
close to another alternate age estimate for the bubbles, 4⇥10

5

yr, obtained by Ref. [31], as well as matching age estimates
of 10

4 � 10

5 yr for the supernovae remnant Sgr A East at
the Galactic Center. Also notice that for the time-scales listed
above we are never in the regime where t1 � ⌧pp with the
exception of the stationary continuous source, where protons
are replenished over the region of interest anyway.

2. Numerical Simulations

The hadronic �-ray emission from ⇡0 decay traces both the
density of cosmic-ray protons and the spatial distribution of
the target interstellar gas. While the discussion above shows
that with one or more burst injections, a variety of cosmic-ray
density profiles can be obtained (including highly centrally
concentrated ones), the present discussion must include the
target density for hadronic inelastic processes. We note again
that the template analyses of Refs. [20, 21] are predicated on a
uniform distribution of cosmic-ray protons, and therefore ne-
glect any gradients introduced by sources and by a non-trivial
cosmic-ray morphology in the region of interest such as those
shown in Fig. 1.

In order to simulate in detail the �-ray emission from the
region and to assess the role of the cosmic-ray distribution,
we employ the code Galprop v54.1.2423 [32]2 which
provides a 3+1-dimensional numerical solution to cosmic-
ray transport along with empirically calibrated semi-analytical
models of atomic, molecular, & ionized hydrogen (HI, HII,
H+) gas in the Galaxy, in addition to a sophisticated treatment
of pion production and decay.

For simulations longer than 50 Kyr we employ a Galprop
simulation consisting of a 10 ⇥ 10 kpc box centered on the
Galactic plane with the x-axis defined by the Sun-GC line.
The half-height along the z-direction is 4 kpc with a lattice
spacing of 200 pc along each axis. For shorter simulations,
the box-size is reduced to a sufficiently large cube of dimen-
sion 4 kpc with lattice spacing reduced to 50 pc. A source of
cosmic-ray protons is then defined as a narrow sub-grid Gaus-
sian localized at the Galactic center. In the case of impulsive
source models, the Galprop code has been modified to in-
ject protons in time following a �-function centered at t = 0.
Cosmic-ray transport is then solved forward in time with the
Galprop code, using ‘explicit-time mode’ with step sizes of
�t = 10

2, 103 yr for sources younger and older than 50 Kyr,
respectively.

As in the previous section, we assume an isotropic diffusion
tensor with diagonal entries D(E) = D0(E/4 GeV)

+0.33

and a diffusion constant D0 = 6.1 ⇥ 10

28
cm

2
s

�1. For our
morphological study of impulsive sources, we have explic-
itly verified that the diffusion constant and the diffusion time
(the “age” of the source) are approximately degenerate for the
quantity D0tdi↵ held constant. This is expected in the limit-
ing case of Eq. (1) where the diffusion time is much shorter
than the proton cooling timescale. In other words, holding the
quantity D0tdi↵ constant will preserve the shape of the dif-
fusion cloud, although the flux scales as D�1

0 . This implies
that if the diffusion constant differs in the Galactic center our
results will still hold, but diffusion timescales will change, as
will the energetics in the case of a continuous source.

The region of interest under consideration here extends to
±1.5 kpc at 10 degrees, while the height of the diffusion zone
is much larger and set to ±4 kpc. Unless this half-height is

2 Available at http://sourceforge.net/projects/galprop/
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FIG. 3. Hadronic �-ray flux density at 2 GeV from an approximately central source of high-energy protons integrated over the line-of-sight.
We show impulsive sources of increasing age in all panels with the exception of the bottom-right which shows a continuously emitting source
in steady state. For each map, the fluxes are normalized to the maximum. For the ease of comparing the morphology of the claimed GCE in
Ref. [21] and shown in their fig. 9, we employ a linear scale in the three upper panels. The three lower panels employ, instead, a logarithmic
scale to enhance the features of the emission outside the Galactic plane region. Also overlaid are reference reticles in increments of 2 degrees
and indicators of the Galactic plane mask |b| < 1�. All maps have been smoothed by a Gaussian of width � = 0.25� to match Ref. [21].

millisecond pulsars, much of the Galactic ridge would remain
at a lower relative luminosity.

Quantitatively examining the angular profile for each
source at a variety of different radii shows that within ±45

�

of the north and south Galactic poles, there is a high degree
of spherical symmetry with typical (positive) variations on
the order of 20% with respect to the flux at Galactic north.
At larger angles, however, the flux rapidly rises as one ap-
proaches the Galactic plane to values many times larger than
the Galactic north flux. Although this does significantly illu-
minate the Galactic plane, it is unclear how important a role
this plays in the analysis of Daylan et al [21], where spherical
symmetry was tested by scanning the axis ratio of the (now el-
lipsoidal) dark matter template. Their analysis found a strong
statistical preference in both the inner Galaxy and Galactic
center analyses for an axis ratio of approximately 1 : 1± 0.3.
While this template distortion does provide a simple test, its
geometry is not physically motivated and does not correctly
probe the bar+sphere shape expected from a central hadronic
source.

In Appendix C of Ref. [21], the authors examine the ex-
cess in two regions: north/south, defined by angles within

the 45� of the poles, and east/west, defined as the comple-
mentary region dominated by the Galactic disk. While both
regions exhibit an excess, the E/W template shows a signifi-
cantly enhanced peak of the signal compared to a flatter N/S
spectrum [21]. This seems to indicate that either the Fermi-
bubbles template absorbs much of the excess N/S emission,
or that the emission is, in fact, more extended along the disk,
as is seen in our benchmark models with a central cosmic-
ray proton source. In further testing the axis-ratio, Ref. [21],
again, uses ellipsoidal projections of the NFW emission, this
time allowing the template to rotate (there is still no test for a
rectilinear disk component), finding a small statistical prefer-
ence for an axis ratio of 1 to 1.3-1.4 elongated at an angle of
⇡ 35

� counter-clockwise from the Galactic disk. It is possi-
ble that this component of the excess is in fact a component of
an extended central molecular gas bulge, as advocated e.g. in
Ref. [43], which is oriented at ⇠ 14

� CCW and is not modeled
by the cylindrically symmetric Galprop gas model and that,
as a result, is therefore not included in Fermi Diffuse Galactic
template.

In Appendix 4 of Ref. [21] the hypothesis of an excess pro-
ton density is tested by adding an additional template based

Carlson & Profumo (1405.7685)

While CR protons can explain the, 
averaged spectrum, and the averaged 
angular dependence of the excess, 
they fail to explain the robustly 
observed sphericity of the excess, as  
has been confirmed by Daylan et al. at 
low latitudes and Calore et al. at 
higher latitudes. 


